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NATIONAL MARINE VERIFICATION PROGRAM -
Veﬁﬁcation Statistics

Lawrence D. Burroughs -
Marine Predictiqn Bra_nch,_ NMC

Abstract. The Marine Prediction Branch of the National Meteorological Center has the responsi-
bility to run the National Marine Verification Program. This note describes the forecast elements
to be verified and the statistics used for the verification. Four elements are verified: Small Craft
Advisories and warnings, wind direction, wind speed, and wave height. Periodic reports will be
generated, and the data will be sent to the participating forecast offices to be used for local purposes.

Brief descriptions of the statistics used are given in the text, while full derivations are given
in an appendix. '

The application of the statistics to each element is described, and examples of the data sheets
for each element are provided. Examples of comparitive statistics are also shown.

Future enhancements of the program are also described. Currently, only three forecast offices
are included. Eventually all offices with marine responsibility will be included. More forecast
elements will be added, and the High Seas forecasts as well as the Coastal and Offshore forecasts
will be verified. ‘

I. INTRODUCTION

The Marine Prediction Branch (MPB) of the National Meteorologica.l Center (NMC)
has taken the responsibili‘ty to run the National Marine Verification Program (NMVP).
Burroughs and Nichols (1993) describes the concepts used in the program and the data

management.

The NMVP is based on the comparison of WSFO operational and MPB guidance
forecasts for selected data:buoys and Coastal Marine Automated Network (C-MAN) sta-
tions with the observations from these stations. These “point” forecasts are derived from
the operational and guidance forecasts with the assumption that they are fairly represen-
tative of wind, wave azid warning conditions for the forecast area or subset thereof. A
Marine Verification Matrix (MVM) is produced by MPB containing 2 coded forecasts per
* day issued by the WSFOs for the buoy and C-MAN stations; MPB guidance forecasts
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interpdlafed to .these stations; and the observations. The MVM collates the forecast and
observed elements for 2 verification times, 0600 UTC and 1800 UTC. The NMVP statistics
are then produced from the MVMs. ‘

The statistical derivations are based on a series of § hourly observations from the
buoy and C-MAN stations‘ centered on the two verification times. This approach makes
the verification results more consistent w1th operational forecasts that predict cond1t1ons

over a perlod of tlme a.nd thus, helps to measure performance from a user perspectlve

_ This note describes the forecast elements to be verified in the NMVP and the statistics
“used to evaluate each element. ‘Within the. context of this note; forecast refers to the
| forecast bulletin issued by a WSFO, and element refers to the meteorological phénominbn
| being forecast. Four forecast elements are veri_ﬁed:vj Small Craft Advisories (SCA) and
warnings, Wind.direction, wind- speed, and Wave height. Periodic fepbrts (currently semi- -
annually) will be m_ade to show results for all WSFOs combined and for each coast or region.

The data will also be sent to the participating WSFOs to be used for local purposes.
Section II gives a brief description of the statistics used in the NMVP.

The third section explains the statistics used to evaluate the verification of each
‘element. Examples of the data sheets for each element are given, and some samples of the
: type of comparatwe stat1st1cs which can be derived frorn the data sheets are also provided.

Data sheets are shown for both the WSFO forecasts and the MPB guldance

The final sectic_)n ‘covers future enhancements of the NMVP. More WSFOs will be
added in mid-1993. As a result of modernization and restructuring, more Weather Forecast
Offices (WFO) will be added, and the NMVP will be redefined. Additional guidance
products will be mcluded for compa.nson with forecasts. The ngh Seas forecasts may be

added, and more forecast elements may be included.

Definitions and abbreviations are given with the first mention in the text and are
listed for convenience in Appendix A. Full derivations of the formulae used to compute the
statistics are presented in Appendix B. This is done for those who wish to program the

formulations for compﬁﬁng local statistics.




II. VERIFICATION STATISTICS

Two types of verification statistics are employed: fhe classic type of statistic which
results in a single value and fhose which depend on contingency tables/performance ma-
trices for their derivation. The first set of statistics include forecast and observed meé.n,
mean error (ME) (sorrietimes referred to as the bias), root mean square error (RMSE),
mean vector error (MVE), and the frequency distribution of errors (described in detail in
the Section III). Althoﬁgh, .these single valued statistics give numbers which are easy to
| ~ display and compare, they provide little detail for further analysis. i

All other evaluation statistics are computed from the information contained in per-
formance matrices. For the wind speed and wave height, 7 x 7 performance matrices are
used. The wind categories (in knots)‘ are: < 8, 8-12, 13-17, 18-22, 23-27, 28-32, and > 32;
while the wave height categories (in feet) are: < 3, 3-5, 6-8, 9_12; 13-16, 17-20, ﬁnd > 20>.
For the wind direction, an 8 x 8 performance matrix is used since an 8 point compass is
used, i.e., North (N), Northeast (NE), East (E), Southeast (SE), South (S), Southwest
(SW), West (W), and Northwest (NW). Warning category statistics have two performance
matrices: one for coastal forecast points and another for offshore forecast points. Coastal
- points have 4 categorieé: None, SCA, Gale, Storm; or None, SCA, Tropical Storm, Hur-
ricane. Offshore points have 3 categories: None, Gale, Storm; or None, Tropical Storm,
Hurricane. In general, the tropical storm and hurricane performancé' matrices have too
little data for statistical stability, so the forecasts and guidance are evaluated on a case by

case basis.

In the evaluation procedure, we have replaced the conventional threat score with the
Equitable Skill Score (ESS) (Gandin and Murphy, 1992). The Threat Score (Gilbert,
1884) is generally used to verify rare events. Murphy and Daan (1985) consider it to be a
less satisfactory score than other skill scores because “two forecasters with exactly the same
judgmental probability distribution might issue different forecasts (for the same situation)
because they possess disparate ‘forecasting histories’(backgroﬁnd's).” The Threat Score
has also been called the Critical Success Index (Donaldson et al., 1975). Another problem
with the score is that it takes no account of correct forecasts of non-events (Doswell et

al., 1990), for example, correctly forecasting no fog. The advantages of the ESS are that



it discduréges hedging By penaliziné forecasters who forecast the most likely event all the
time and rewards forecasters who forecast rarer events when guidance and current analyses
suggest they are likely to occur. The ESS operates in the interval [0,1] with 1 being the

best score or representing the highest skill.”

_ Several ofher evaluation statistics have also been included in this program. These

- include the probability of detection (POD), the probability. of false detection (POFD)
(Flueck, 1987), the probability of a hit (POH ), the proba.blhty of a miss (POM), the risk
difference (RD) (Murphy, 1990), and the likelihood difference (LD) (Murphy, 1990).

~ Each of the verification statistics Will be described-in‘ this section; some discussion
of their advantages and disadvantages will also be givén. It is important to note that no
~ single statistic should be used to judge a given set of forecasts or forecast guidance. A suite
of statisticsshduldv be used, especially when comparing forecasts and guidance.‘ Complete
derivations are given in Appéndix B for those who wish to write computer programs to

compute verification scores..
Classical Statistical Measures

Only the ME, RMSE,and MVE are described here. See Willmott (1982) for more

detail. The error distribution statistics are described in Section III.

M E is the average error between the forecasts and the observations. It gives the bias
for a given set of forecast /observation pairs, and is used i in the NMVP to show if there are
any overall biases or categorical biases for a given forecast element. This statistic is used
in conjunction with RMSE to determine how much systematic error there is, and what

may be contributing to it.

The RMSE is the square root of the mean of the sum of the squares of the errors
between the forecasts and observations. It may also be expressed in terms of the stan-
dard deviations of the forecasts and observations, the correlation of the forecasts to the
observations, and M E (Barnston, 1992). RMSE is a measure of the total error of an
ensemble of operational forecasts or guidance forecasts with respect to the observations.

One drawback to using RMSE is that it can be hedged by forecasts in the middle range



(Panofsky and Brier, 1963). For example, if a forecaster believes the wind will average 40
kt overva given forecast period if a Gale continues to weaken at its current rate and 30

-kt if the Gale weakens more rapidly than expected, he / she may forecast 35 kt in cases of
doubt to minimize the RMSE. | o |

The MVE is used to account for errors in the u and v components of the wind and,
therefore, the wind vector. The RM SE of the wind direction and the wind speed help to

* determine how errors in these variables contribute to the MV E.

Verification Statistics Based on Contingency Tables

Contingency tables/ performahce matrices contain the joint distribution of forecésts SRy

and observations and can be presented in the form of frequencies or relative frequencies.
~ Most evaluation measures can be computed from the information contained in a perfor-

mance matrix.

No forecast elements in the NMVP are currently verified with 2 2 x 2 performance
matrix, but the development of all performance based statistics ‘can be illustrated with a
2 x 2 matrix. In general, the scores used for the higher order tables are expanded versions
of scores used for the 2 x 2 matrices. The differences will be diséuésed as each .score is

" described. For warning verification, a 3 x 3 matrix is required for 6ffshore points, and a :
4 x 4 matrix is used for coastal points. The scores for wind speed and wave height are
derived from 7 x 7 performance matrices. While to verify wind direction, an 8 x 8 matrix

1s used.

The probability of detection (POD) is a measure of accuracy with respect to the
observations; it shows the extent to which the forecasts give advanced Wa.rniﬁg of the
occurrence of an event (Panofsky and Brier, 1963). This statistic has also been called the-
prefigurance (Brier and Allen, 1951). It takes values between 0 and 1.

The probability of false detection (POFD) (Flueck, 1987) is a measure of inaccuracy
with respect to the observations; it gives the extent to which the forecasts provide a false
‘warning for the occurence of an event and has values from 0 to 1. This measure is defined

only for a 2 x 2 matrix. According to Murphy (1991), it is not clear how to generalize
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the POFD Fora kx k. matrlx, the score becomes a vector with k-1 elements An

approx1mat10n can be made by shrinking the k—1 elements into 1 element and making a 2

x 2 matrix for each categor_y. When the approx:matlon is used for higher order performance -

-matrices, information is lost, but sufficient ihformation is retained to be useful.

The probability of a hit ‘(POH ) is a measure of accuracy with respect to the forecasts.
which can have values vfrom 0 to 1. It shows the extent to which sﬁbsequent observations _
confirm the prediction when a’given event is forecast (Panofsky and Btier, 1963). This
-score has ‘a.lso been called the post ag,reemeﬁt(Brier. and Allen, 1951), hit rate (Murphy,
- 1990), :and frequency of hits (Doswell et al, 1990); 1 — POH is called the false alarm rate

or ratio.

The probability of a miss (POM) is ta measure of inaccuracy with :respect to the
forecasts which takes values from 0 to 1; it glves the extent to which the forecasts miss the
occurence of an event. L1ke the POFD, it is not clear how to generahze the POM but
the same cormnents made about generalizing the POFD apply. |

The risk difference (RD) and likelihood difference. (LD) are performance measures
‘Which were introduced by Murphy (1990). They are defined in terms of the difference
between POH and POM and the difference between POD and POFD, respectively.
These statistics were designed to measureb performance of rare events; however, there is
1o restriction on their use for events that are not rare. They can have values from ~1to

1. I general, the magnitudes of RD and LD will differ, but the signs of both will be the

same. The only time RD = LD is when the number of forecasts and observations fora -

given category are the same. LD > RD for the case of overforecasting, and LD < RD for
the case of underforecasting. For complete detalls see Murphy (1990).

Bias can be defined in two ways: in terms of the difference between the average
forecast value and the average observed value (ME), or the ratio of the frequency of
| forecests of an event to the frequency of observations of the event (B). B is often computed
from performance matnces, and has va.lues from 0 to co'. When the number of forecasts

equals the number of observations for a given category, B = 1, and the forecasts are said

!When the average observed value is very small or zero compared to the average forecast value, B is set to 9.99 -
~on the data sheets.




~ to be unbiased. When B > 1, then the ca,tegory is bemg overforecast when B <1, then

the category is being underforecast.

- The most common measure of accuracy is the number correct (NC} which is the
total number of correct forecasts. It is computed from a ‘performé.nce matrix by adding
the frequencies of the diagonal elements of the matrix. The percent correct is NC divided

by the sample size and multiplied by 100.

Gandin and Murphy (1992) developed a method of formulating equitable skill scores
(ESS) based on scoring matrices which assign scores to the joint probabilities of forecasts
and observations for each cell of a performance matrix. The elements of the scoring matrix
are scaled such that constant forecasts are given an eﬁ{pected score of zero and perfect
forecasts are given an expected score of one. As a result of the constant forecasts being
scaled to an expected score of zero, random forecasts are also zero. Except for 2a2x2
performa.née matrix which has been shown to be unique by Gandin and Murphy (1992),
these conditions are necessary, but not sufficient, to determine uniquely the e_lémeﬁts of a
scoring matrix. To obtain a unique scoring matrix, additional conditions are imposed, or

some scores are specified.

Gerrity (1992) developed a speciﬁc formula for the general multiple-category scoring
matrix that sa,tlsﬁes the necessary conditions for “equitability.” It is not the only solution
possible, but it is compat1b1e with a logical condensation of the general k- -category problem
into a set of k— 1 two-category problems, where each of the two-category problems is asso-
ciated with one of the k — 1 partitions defining the categories of the original problem. This
method works for distributive variables, and it is used for the 3-category and 4-category
verification matrices assdciated with warnings and SCAs and the 7-category matrices used

for wind speed and wave height. .

The wind direction verification matrix has eight categories. The direction has values
from 0° to 360°, while the errors can have values from —180° to 180°. A negative (positive)
error is interpreted to mean the forecast wind direction is counterclockwise (clockwise) of
the observed wind direction. For a continuous, distributive variable (for example, wind
speed) with an 8-category performance matrix, the maximum error can be 7; while for

a pei‘iodic variable like wind direction, the maximum error can only be 4 categories. In



this case, Gerrity’s solution can not be used, and the off-diagonal elements of the scoring

nmatrix are specified. Specific details showing how this is done is given in Appendix B.»l
I11. EVALUATION OF FORECAST ELEMENTS

‘Four forecast elements are e'valuatéd in the NMVP: warning category (broken into

‘2 sets of data coastal and oﬁ'shore) wind d1rect10n, wind speed, and wave height. The

 highest observed wind in a period encompassmg the venﬁcatmn time +2 hours is used to
' evaluate the warning category; the other elements are evaluated by usmg the average of the
‘observed data over the same period [see Burroughs -and“Nichols (1993) for further details].
Each element is verified with some or all of the statistics described in the forégoing: section.

One statistic (error distribution) will be descfibed in this _séction.

The forecasts verified are the 18 h and 30-h progectmns of the 0000 UTC and 1200 |

UTC NMC model cycles

Veriﬁcation data are compﬁted for all stations (AS) combined, Eastern Region (ER)
stations, Southern Region (SR) stations, Western Region (WR) stations, Alaska Region
(AR) stations, Pacific Region (PR) stations, each WSFO station set, and each station.
When the Great Lakes are brought into the program, another station set will be added.
Currently only three WSFOs are in the program: Washmgton, D. C., San Francisco, Calif.,

and Honolulu, Hawaal
Specific details for each element are given below.

Séparate statistics'_sheeté are prepared for each elemeht, cycle time, projection, WSFO
forecast or gﬁidance forecast, and station set, 1.e., for a given element and station éet, there
are eight sheets of verification data: four for the guidance and four for the WSFO forecasts.
The national reports will contain 40 data sheets (for all elements including the breakdown
into two sets for the warning category) times the numb_ei' of station sets included in the
report (currently AS, ER, WR, and PR). This means there will be a minimum of 160 data

.sheebts ext:luding any interpretive material included in the reports. With this in mind, the

2The projections are several hours less for the operational forecasts although based on the same guidance (Bur
roughs and Nichols, 1993)




Table 1: Definitions for abbreviations used on statistical data sheets.
BIAS (Number of forecasts/Sample size) for a given category
ESS - Equitable Skill Score ' :
FCST = Forecast/Forecasts

FT Feet
HT Height
KT knot /knots
LD = Likelihood Difference (POD — POF'D)
MPB - Marine Prediction Branch ’
ME Mean Error
" MN . Mean of a given sample
MVE ~~ Mean Vector Error
NC Number Correct

OBS Observations

OBSVD  Observed -

PC Percent Correct

POD Probability of Detection
POFD Probability of False Detection
POH Probability of a Hit

POM Probability of a Miss

RD ~ Risk Difference (POH — POM)
"RMSE  Root Mean Square Error

SPD Speed

SS Sample Size

reports will be sent semi-annually. The interpretive material will includé monthly statistics
for ESS, overall ME and RMSE, and will highlight other statistics of interest from the
semi-annual sample. The data sheets will be included as an appendix. Table 1 lists the

terms and abreviations used on the data sheets.

- The WSFOs in the program will get data sheets for their area and for each station
“within their area. These will be sent to them direétly for their review without interpre-
tation. It is left to the individual WSFOs to use the raw data sent to them on disk to
determine the performance of the office and to make decisions or recommendations to im-

prove their capabilities. See Burroughs and Nichols (1993) for a description of the concepts
and goals of the NMVP.




Table 2: The Small Craft Adv1sory hmlts for wmd speed (kt) and significant wave henght (ft) for
each NWS Region. , ‘

REGIONS .
| Eastern Southern Western Alaska - Pacific
Wind Speed 25 20 21 25 25
Significant Wave Height | ~ * 7 10 8 S quad. 6 elsewhere 10

% SCAs not issued based solely on wave height.

Warning Category

Two performance matrices are required for this forecast element: 4 x 4 for coastal
forecasts and 3 x 3 for offshore forecasts. Hurricane and Tropical Storm categories are

réported, but their frequency is so small these situations will be evaluated on a case by

- case basis. Therefore, for the NMVP, the coastal categories evaluated are: -No warning,

SCA, Gale, and Storm, while the offshore categories are: No warnixig, Gale, and Storm.
Limits for the SCAs are taken from Chapter D-51 of the NWS Operations Manual in the
absence of any Regional limits. Table 2 gives the lower thresholds both for wind speed and
wave height determined by the NWS Regions for issuance of SCAs. The wave criterion is
 used for SCA issuance when wind speed is below threshold (e.g., hxgh ocean swells w1th

' hght w1nds)

From the performance matrices, several statistics are computed. These are NC, PC,
'ESS, B, P‘OD,-POFD, POH, POM, LD, and RD. The number of one, two, or three

category misses is not computed, but is easily determined from the performance matrices.

Figures 1 and 2 give the coastal statistics for the warning element, for the months of
June 1992 - May 1993, for the 0000 UTC cycle 18-h p:ojebtion, and for all sfations. Figure
1 giires the statistics for the “Field” (WSFO) forecasts, while Fig. 2 gives the results for the
MPB guidance. Figures 3 and 4 are the same, except they are for the offshore statistics.
Figure 5 shows a comparison of forecasts and guidance for all four forecast times for the
ESSs (a) for all coastal stations and (b) for all offshore stations. Statistics for the offshore

stations include only the PR and ER station sets. There .are no offshore stations for the
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28598 .~ ALL STATIONS COMEINED

FIELD
CYCLE = 0 PRCJECION = 18
ADVISORIES/WARNINGS

FCST

NONE . SCA GALE STCRM TOTAL

NONE 665 265 7 0 941
sca 22 75 6 0 . 103
OBS GALE 0 o 0 0 0
STORM 0 0 0 0 0
TOTAL 691 2340 13 0 1044
NC : - pC ESS
744 71 0.16
NONE SCh GALE STORM
BIAS o
0.72 3.30 9.90 0.00
. POD
0.71 0.73 0.00 0.00
POFD .
0.21 0.28 0.01 0.00
DOH
0.7 ~ 0.22 0.00 . 0.00 -
POM |
0.77 0.04 0.00 0.00
LD
0.50 0.45 -0.01 0.00
) RD
0.20 0.18 0.00 0.00

Figure 1: 0000 UTC cyclé, 18-h projection, WSFO Coastal Forecast statistics data sheet (Warnings
Element) for all stations. The sample is from June 1992 through May 1993. See footnote 1 in the
text for an explanation of the bias value in the gale category.
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ALL STATIONS COMBINED

99998
o MPB -
CYCLE = 0 PROJECION = 18
ADVISORIES/WARNINGS
FCST
NONE  SCA GALE STORM TOTAL
NONE 920 21 0 0 941
‘sca 78+ 25 -0 0 103
OBS GALE ©c o 0 0o 0
'STORM c 0 0 0 0
TOTAL = 58 46 0 0 1044
NC pC ESS
945 91. 0.07
NONE SCA GRLE STORM
BIAS
1.06 0.45 0.00 0.00
DOD
0.98 0.24 0.00 0.00
POFD
0.76 0.02  0.00 0.00
POH
0.92 0.54 0.00 0.00
POM
0.46 0.08 0.00 0.00
LD
0.22 0.22 0.00 0.00
RD
0.47 0.47 0.00 0.00

Figure 2: Same as Fig. 1, for MPB guidance applied to Coastal forecasts.
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99988 -ALL STATIONS COMBINED
FIELD

0 - PROJECTION = 18

WARNINGS

CYCLE

i)

FCST
NONE GALE STORM TOTAL

' NONE 1706 57 2 1765

OBS GALE 3 5 . 1 9
STORM 0 0 1 1
TOTAL 1709 62 4 1775

NC pC ESS
1712 96.  0.83
 NONE GALE STORM
BIAS
0.97 6.89 4.00
POD
0.97 0.56 1.00
POFD
0.30 0.03  0.00
POH
1.00 0.08 0.25
POM
0.89 0.00 0.00
LD
0.67 0.52 1.00
RD
0.10 0.08  0.25

Figure 3: Same as Fig. 1, for Offshore Forecast statistics data sheet.
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99958 ALL STATIONS COMBINED
‘ MPB o
CYCLE = 0 PROJECTION = 18
© .. WARNINGS o

FCST

NONE GALE STORM TOTAL

NONE 1757 8 0 1765
OBS GALE 3 6 0 9
STORM -~ O 1 . o0 1
TOTAL 1760 15 0 1775
NC pC ESS
1763 99. 0.30
NONE . GALE STORM
RIAS
1.00 .  1.67 0.00
POD
1.00 0.67 0.00
, ~ POFD |
. 0.30 0.01 0.00
, POH
1.00 0.40 0.00
S poM .
0.53 0.00 0.00"
= LD |
0.70 0.66 0.00
. RD
0.46 0.40 0.00

Figure 4: Same as Fig. 3, for MPB guidance applied to Offshore forecasts.
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. Waming Element — Coastal
Jun 92 - vay 93
Sl 0000RTHE 0000EZZ2 12008X] 1200
18-h 30-h 18-h. 30-h

1.00

Q70

oS50

C40 F

Equitable Skill Score

Q10

C.00°

(m)

Warning Element — Offshore
: Jun 92 — May 93
BEE 0000ER co00EZZ2 1200KX] 1200
18-h 30-h 18-h 30-h

1.00

Equitable Skill Score
B

e¥etel.
. =
o030}
o1o} :
WSFO =

o)

Figure 5: Comparison of Coastal Warnings and Guidance ESSs for a) all coastal stations and b)
~all offshore stations. The sample spans the same time as Figs. 1 - 4.
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WR offshore forecast. areas. Statistics for the coastal stations include only ER and WR

"station sets. There are no coastal stations for the PR coastal area yet. There will be in

Oct_bber 1993.
Wind Dz;rectién

Wind directioh— uses ‘an,eightéca;tegory performance matrix for some of the statistical
measures used to evaluate it. The categories are: N, NE, E, SE, S, SW, W, and N‘W
The observed wind directions are the resultant of the reported directions in the period
encompassing the verification time 2 hours No variable or calm wind forecasts are
verified. Further, if the average observed wind is less than 8 kt, no verification is made.
This is because winds of that strength are considered hght and variable, and generally

wind direction is not forecast. Table 3 shows the limits of each category in degrees.

" RMSE , M E, and sample size (5S) overall and by category, NC , PC, ESS, observed
mean, forecast mean, MV E, and the relative frequency distribution of errors from —180°

" to 180° are used to evaluate wind direction. The MV E is included here for convenience.

The relative frequency distribution of errors in the wind direction in percent are
computed for the following categories in degrees: -180 to -158, -157 to -113, -112 to -68,
-67 to -23, -22 to to 22, 23 to 67, 68 to 112, 113 to 157, 158 to 180. This gives an idea of
how the errors are distributed to the counterclockwise or clockwise of the observed wind

| and what percentage of the forecasts are without any error.

Figures 6 and 7 give exampies of the data sheets for WSFO forecasts é;nd MPB -
guidance, respectively. Figure 8a shows a comparison of the RMSE by category from .
‘Figs. 6 and 7. Figure 8b compares the relative frequency distributions from Fxgs 6 and
7. Only the center point of each category is shown.

Table 3: The category limits for wind direction in degrees.
T ‘ WIND DIRECTION CATEGORIES
N NE E SE s  SW - W NW
Timits | 338 - 022 23- 67 68- 112 113-157 158-202 203 - 247 248 - 292 293 - 337
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99998 ALL STATIONS COMBINED
~ MPB '
CYCLE = 0 PROJECTION = 18
WIND DIRECTION
FCST
N  NE E  SE S sW W o ONW T
N 151 27 10 3 1 2 3 55 252
NE 21 155 56 2 2 0 1 3 240
E 2 108 295 36 3 2 0 0 446
SE o 3 20 67 41 a 0 0 135
j OBS S 1 0 0 20 127 58 2 0 208
| SW 0 1 0 3 12 80 24 2 122
w1 0 0 0 3 11 72 21 108,
NW 39 3 0 1 3 0 28 222 296
T 215 297 381 132 182 157 130 - 303 1807
NC PC ESS
1169 65. 0.62
N NE E SE S SW W NW
MEAN ERROR BY CATEGORY -
-3. 4 -2. 5. 12. 7. - 0. -5.
RMSE BY CATEGORY - _—
24. 26. 23. 29. 28. 30. 27. 25.
SAMPLE BY CATEGORY
252.  240. . 446. 135. 208. 122.  108. 296.
| WIND DIRECTION (DEGREES)
OBSVD--MN =  40. FCST--MN =  39. SS = 1807
ME = 1. OVERALL RMSE =  27. SS = 1807.
MVE = 5.9 » SS = 1807.
ERRORS IN WIND DIRECTION (DEGREES)
1 -180 TO -158 -157 TO -113 -112 TO -68 -67 TO -23 -22 TO 22
$ 0.1 0.3 0.7 11.0 72.5
23 TO 67 68 TO 112 113 TO 157 158 TO 180
S 13.8 1.2 0.2 0.2

Figure 6: 0000 UTC cycle, 18-h projection, WSFO Forecast statistics data sheet (Wind Direction

Element) for all stations. The sample is from June 1992 through May 1993.
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99998 ALL STATIONS COMBINED
' o FIELD - _ :
CYCLE = 0 PROJECTION = 18
WIND DIRECTION

- FCST

N ﬁE E  SE s sW W NW T

N 141 32 6 1 5 2 6 59 252

NE 34 117 76 5 0o 0 1 7 240

E 4 51 348 32 10 0. 0 0 446

SE 1. 6 26 37 63 2 o o 135

OBS s 1 2 2 27 130 39 4 -3 208
sw 2 0 1 4 35 58 19 3 122

W 6 v} 0 0 1 s 17 57 13 108

NW 48 0 0 2 5 a4 3a 203 296

T 237 208 460 109 256 122 121 294 1807

o NC ’ . PC - ESS
1092 60. 0.52
N NE~  E SE S SW W NW
' MEAN ERROR BY CATEGORY o
-6. 2. 0. 6. 7. 1. -2, -5.
A RMSE BY CATEGORY ‘
31. 29. 22. 38. 37. 39. a0. 31.
i v . SAMPLE BY CATEGORY ‘
252, 240. ~ 446. - 135. 208. 122. = 108. 296.
WIND DIRECTION (DEGREES) -
OBSVD--MN =  40. - FCST--MN =  33. SS = 1807
‘ ME = 0. OVERALL RMSE =  33. SS = 1807.
MVE = 7.7 . SS = 1807.

ERRORS IN WIND DIRECTION (DEGREES)
-180 TO -158 -157 TO -113 -112 TO -68 =-67 TO -23 -22 TO 22
% 0.3 0.7 - 2.1 11.7 68.3

Gl

23 TO 67 68 TO - 112 113 TO 157 158 TO 180
% 14.8 1.7 . 0.4 ' 0.1

Figure 7: Same as Fig. 6, for MPB Guidance.
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Wind Speed‘

A seven—ca,tegory ‘performance matrix is used. Categories used are (in knots) <8, |
8-12, 13- 17 18-22, 23- 27, 28-32, and > 32. The observed wind speeds are the average of the '
reported speeds in the period encompassmg the venﬁcatlon time +2 hours. The RMSE -
and ME, o_vefall and for each category, is given. The overall SS is given. The SS for
~each category is found in the performance matrix. The ESS,NC, PC, B, POD; POFD, .
POH, POM, LD, RD, the observed mean, and the forecast mean are also presented.'..'

The relative frequency error dJstnbutlon in percent is computed with the followmg‘
categones in knots: < —22, -22 to 18 17 t0-13,-12 t0 -8, -7 t0-3,-2 t0 2, 3 t0 7, 8 to 12,
13 to 17, 18 to 22, and > 20. These distributions help to show where biases may ,be located

if any, and may help to explain some results that show up in the warnings evaluations.

Flgures 9 and 10 present examples of statistical data sheets for WSFO forecasts and
MPB guldance respectively. Figure 11a gives a compa.rlson of ESSs from Figs. 9 and 10
and Figure 11b delineates a comparison of relative frequency error distributions in percent

from Figs. 9 and 10.
Significant Wave Hez’ght‘

- A seven-category performance matrix is also used to evaluate the significant wave
heighﬁ (average height of highest 1/3 of the waves in the wave spectrum). The eategoﬁes
include (1n feet): < 3, 3-5, 6-8, 9-12, 13-16, 17-20, and > 20. The observed wave heights_
are the average of the reported heights in the period-’en‘compassing the verification time
+2 hours. RMSE and ME are .computed for each category. Overall S is given; the S

,-fer each category is shown in the performance matrix. ESS, NC, PC, POD, POFD,
POH, POM, LD, RD, observed mean, forecast mean, and relative frequency di_stribution

of errors in percent are also presented.

: The relative frequency of sxgmﬁca.nt wave height errors in percent is given for the
_ followmg categories i 1n feet: < -8, -8 to -6, -5 to -3, -2t0 2,3 to 5, 6 to 8, > 8. These dis-

tributions help to determine where biases ex1st and other information about the significant

wave height errors.
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99898 ' ALL STATIONS COMBINED

FIELD o
CYCLE = 0 PROJECION = 18
WIND SPEED
v FCST
< 8§ 8-12 13-17 18-22 23-27 28-32 > 32 TOTAL
<8 159 283 93 30 3 0 1 569
g8-12 91 380 247 87 18 5 4 832
13-17 33 234 359 257 49 10 S 947
OBS 18-22 4 32 77 128 61 18 5 325
23-27 0 3 13 . 23 . 27 27 g 102
28-132 o} 2. 0 3 8 13 9 35
>32 0 o 0 o 0 4 5 9.
"TOTAL 287 934 789 528 166 77 38 2819
NC PC ESS :
1071 38. : -0.51
LT 8.8 -12 13-17 18-22 22-27 28-32 GT 32
: BIZS
0.50 1.12 0.83 1.62 1.63  2.20 4.22
: . POD
0.28 0.46 0.38 0.39 0.26 0.37 0.56
POFD .
0.06 0.28 0.23 0.16 ©0.05 0.02 0.01
, POH
0.55 0.41 0.46 0.24 0.16 0.17 0.13
POM
0.16 0.24 0.29 0.09 ©0.03 0.01 0.00
LD
0.22-0.18 0.15 0:23 0.21 ©0.35 0.54
RD

0.39 0.17 0.17 0.16 ©0.13 0.16° 0.13
MEAN ERROR BY CATEGORY

4.8 2.6 0.8 0.0 -0.12 -0.7 1.4
RMSE BY CATEGORY
6.3 5.4 4.8 5.5 6.4 7.4 7.2
WIND SPEED (KT)
OBSVD--MN = 12.7 FCST--MN = 14.7 » SS = 2819
ME = 2.0 OVERALL RMSE = 5.5 SS = 2819.
ERRORS IN WIND SPEED (KT)
> 2210 22 -18 LO 17 - 13 LO 12 - 8 LO 7 - 3 L0 2 LO - 2 HI

% 0.0 0.1 0.4 2.0 14 .4 38.7

3 TC 7 HI 8 - 12 HT 13 - 17 HI 18 - 22 HI > 22 HI
% 31.6 9.0 2.2 0.5 0.2

Figure 9: 0000 UTC cycle, 18-h projection, WSFO Forecast statistics data (Wind Speed Element)
for all stations. The sample is from June 1992 through May 1993.
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99998 ALL STATIONS -COMBINED

=

MPB -
CYCLE = 0 "PROJECION = 18
~ WIND .SPEED
v ' FCST _
< 8 8-12 13-17 18-22 23-27 28-32 > 32 TOTAL
<8 323 208 . 34 3 1 o 0 569
8-12 221 399 170 37 5 0 o 832
12-17 73 252 437 162 19 3 1 947
OBS 18-22 5 30 119 130 38 3 0 325
23:27 0 7 . 14 25 43 9 4 102
28-22 0 0 2 3 12 12 6 35
> 32 0 1 0 0 0 0 g 9
TOTAL 622 897 776 360 118 27 19 2819
NC -~ BC ESS
1352 48. 0.61
LT & 8 -12 13-17 18-22 22-27 28-32 GT 32 -
, BIAS v
1.09 1.08 0.82 1.11 1.16 0.77 2.11
POD
0.57 0.48 0.46 0.40 0.42 0.34 0.89
- POFD :
0.13 0.25 0.18 0.09 0.03 0.01 0.00
- _ POH
0.52 0.44 0.56 0.36 0.36 0.44  0.42
: :  POM .
0.11 . 0.23 0.25 0.08 0.02 0.01 0.00
LD
0.43 0.23 0.28 0.31 0.3 0.34 0.88
RD .

0.41 0.22 0.31 0.28 0.34 0.44 0.42
MEAN ERROR BY CATEGORY

1.9 0.0 -0.9 -1.9 -2.2 ~-2.4 -1.4
, RMSE BY CATEGORY
4.0 4.0 4.4 4.5 6.2 5.7 8.6

WIND SPEED (KT) o
12.7 . FCST--MN = 12.5 sS
-0.3  OVERALL RMSE = 4.3 SS

2818%

OBSVD- -MN
2815.

| ME

Hou

ERRORS IN WIND SPEED (KT) .
> 22 L0 22 - 18 L0 17 - 13 LO 12 - 8 LO 7 - 3 LO 2 LO - 2 HI
¥ 0.0 0.0 0.6 ’ 3.9 22.6 48.7
3 TO 7 HI 8 - 12 HI 13 - 17 HI 18 - 22 HI > 22 HI
20.7 2.9 _ 0.4 » 0.1 ' 0.0

B

‘Figure 10: Same as Fig. 9, for MPB Guidance.
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Wind Speaed — All Stations
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Figure 11: Comparison of (a) ESSs and (b) relative frequency error distribution in percent from
data contained in Figs. 9 and 10 (centerpoint of error categories shown).
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F1gures 12 and 13 glve example data sheets for significant wave height and show -
results for the WSFO forecasts and MPB guidance for all stations, respectwely The data
are from March 11 t-hrough May 31, 1993. Figure 14a presents a companspn of ESSs and
14b compares the significant wave height ‘error distributions in percent for data cont:«.;.in_ed :

“in Figs. 12 and 13. -
IV. FUTURE ENHANCEMENTS

Currently, three WSFOs are in the program: Washington, D.C.; San Francisco, Calif;;
and Honolulu, Hawaii. By the fall of 1993, all the WSFOs with marine responsibility, except
those in the Great Lakes region, will be in the program (see Burroughs and Nichols, 1993
for details). Eventua.lly, -as the NWS modemlzatlon and restructuring takes place the
NMVP will be expanded and redefined to include all WFOs with marine respon51b1hty

.including those in the Great Lakes region.

Regional‘ guidance will also be added to the NMVP. This inclucies significant Wave‘
height from the Gulf of Mexico (Chao, 1991) and the Gulf of Alaska (in development)
regiOnal wave models, and wind direction and speed from the 30 km ETA Model. Other |
wind speed and direction guidance from the Coastal Wind Forecast System (Burroughs,
1991a) and the Santa Ana Forecast System (Burroughs, 1991b) will alsd be added.

- Filna,lly, in fhe distant future, High Seas Forecasts and their verification by, ship data
in specified areas will be adaed to the pfogram. Also other verification data may be
added to the Coastal and Offshore programs. Other forecast elements such as visibility,
obstructions to visibility, and superstructure icing may be added if sufficient verification

data exist.

Acknowledgements. I am grateful to Joe Gerrity, Lev Gandin, Paul Dallavalle, Bill Gem-
“mill, Regina Nichols, and D. B. Rao for their thoughtful comments and careful review
during the writing of thié paper. I am also indebted to Paul Jacobs and Paul Polger of
the Office of Meteorology for their support while the NMVP got underway and for their

~ comments during the writing of this paper.
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99998 ALL STATIONS COMBINED
FIELD :
CYCLE = 0 PROJECION = 18
WAVE HEIGHT
, . FCST
<3 3:5 6-8 9-12 13-16 17-20 > 20 TOTAL
< 3 1 15 0 0 0 0 0 16
3-5 2 154 44 2 0 0 0 202
6-8 0 57 136 29 1 0 0° 223
OBS 9-12 0 8 36 61 11 0 0 116
13-16 0O 0 1 10 9 2 0 22
17-20 0 ! 0 1 3 0 0 4
> 20 0 0 0 0 1 1 2 4
TOTAL 3 234 217 103 25 3 2 587
NC PC ESS
363 62. 0.46
LT 23 -56 -89 -12 13-16 17-20 GT 20
, BIAS
0.19 1.16 0.97 0.89 1.14 0.75 0.50
, POD :
0.06 0.76 0.61 0.53 0.41 0.00 0.50
_ POFD _
0.00 .0.21 0.22 0.09 0.03 0.01 0.00
. POH 4
0.33 0.66 0.63 0.59 0.36 0.00 1.00
POM _
0.03 0.14 0.24 0.11 0.02 0.01 0.00
. LD .
0.06 0.55 0.39 0.44 0.38 -0.01 0.50
, RD
0.31 0.52 0.39 0.48 0.34 -0.01  1.00
MEAN ERROR BY CATEGORY
1.3 0.6 -0.5 -0.8 -1.1 -3.3 -2.3
- RMSE BY CATEGORY
1.6 1.6 1.9 2.7 3.0 3.9 6.0
WAVE HEIGHT (FT) .
OBSVD--MN = 7.1 FCST--MN = 6.9 SS =
. ME = -0.2 OVERALL RMSE = 2.1 SS =
ERRORS IN WAVE HEIGHT (FT)
> 8FT' L0 6 - 8FT LO 3 - 5FT LO -2 TO +2FT
$ 0.0 1.2 11.9 80.1
3 - 5FT HI 6 - 8FT HI > B8FT HI
PERCENT 6.3 0.5 0.0

Figure 12: 0000 UTC cycle, 18-h projection, WSFO Forecast statistics data (Significant Wave

Height Element) for all stations. The sample is from March 11 through May 31, 1993.
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99998 ALL STATIONS COMBINED
MPB
CYCLE = 0 . PROJECION = 18
' WAVE HEIGHT '
FCST

< 3 3-5 6-8 9-12 13-16 17-20 > 20 TOTAL

< 3 o - 15 1 0 0 0 0o 16
3-5 1 143 56 2 o . o0 0 202
 6-8 0o 31 148 42 1 o o 223
OBS 9-12 o 3 57 a8 4 31 116
13-16 0 o 3 12 4 3 0 22
17-20. 0O 0 - 0 1 2 0 1 4
>20 - 0 0 - 0 0 2 4
TOTAL 1 192 266 107 11 6 4 587
: N PC : ESS
346 R T 0.39 -
LT 23 -56 -89 -12 13-16 17-20 GT 20
BIAS v
0.06 0.95 1,19 0.92 -0.50 1.50 - 1.00
] ‘ POD ,
0.00 0.71 0.67 0.41 0.18 0.00 0.50
‘ ' 'POFD v
0.00 0.13 0.32 0.13 0.01 0.01 0.00
. POH
0.00° 0.74 0.56 0.45 0.36 0.00 0.50
DOM _
0.03 0.15 0.23 0.14 0.03 0.01 0.00
D
0.00 0.58 0.35 0.29 0.17 -0.01  0.50
oh .

-0.03 0.60 0.33 0.31 0.33 -0.01 0.50
: MEAN ERROR BY CATEGORY

2.1 0.9  -0.2 -1.2 -2.2 -3.0 -7.3
RMSE BY CATEGORY ‘
2.4 1.4 1.6 2.7 4.4 5.3 9.1
: WAVE HEIGHT (FT)
OBSVD--MN . = 7.1 FCST--MN = 7.0 SS = 587
ME = -0.1 OVERALL RMSE = 2.2 SSs = 587.

: ~ ERRORS IN WAVE HEIGHT (FT)"
- s 8FT LO. 6 - 8FT LO- 3 - 5FT LO - -2 TO +2FT
% 0.7 1.0 : _ 878 81.0

_ 3 - '5FT HI 6 - 8FT HI > 8FT HI
PERCENT 7.3 0.5 0.2

Figure 13: Same as Fig. 9, for MPB Guidance.
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Significant Wave Height
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Figure 14: Comparison of (a) ESSs and (b) relative frequency error distribution in percent from
data contained in Figs. 12 and 13 (centerpoint of error categories shown).
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APPENDIX A.

Lisf of Definitions and‘Abbxv'evia.tions

AR
CAS
B =
C-MAN
CR

E

ER
ESS
FCST
#t/FT
h

HT
LBR
kt/KT
LD
ME
MN -
MPB
MVE
MVM

NC
NE
NMC
NMVP
NwW
OBS
OBSVD
OM
PC
POD
POFD
POH
POM
PR

RMSE

SCA
SE
SPD
SR

sS

SW
WFO
WSFO
WR

NWS Alaska Region

All Stations

Bias o

Coastal Marine Automated Network

- Calibration-Refinement Factorization

East .
NWS Eastern Region
Equitable Skill Score
Forecast /Forecasts
Feet

Hour

. Height

Likelihood-Base Rate Factorization
knot /knots

Likelihood Difference (POD — POF D)
Mean Error .~

Mean of a given sample

Marine Prediction Branch

Mean Vector Error

Marine Verification Matrix.
North

Number Correct. ,
Northeast, No Errors

National Meteorological Center
National Marine Verification Program
Northwest :
Observations.

Observed .

Office of Meteorology

Percent Correct

Probability of Detection
Probability of False Detection
Probability of a Hit

Probability of a Miss

NWS Pacific Region

Risk Difference (POH — POM)
Root Mean Square Error

South

Small Craft Advisory

Southeast

Speed

NWS Southern Region
Sample Size

" Southwest,

West

Weather Forecast Office
Weather Service Forecast Office
NWS Western Region
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APPENDIX B.
Derivation of Verification Statistics

a. Mean Error
The mean error is given by
1 & ’ :
ME= =3 (fi- o), | ' | (1)
. n i=1 - :
where 7 is the number of observations, f; is the ith forecast, and o; is the ith observation.
b. Root Mean Square Error

The root mean square error is given by

. _ 1/2
> (fi—0:)?

RMSE = EL?T__ , ~ - (2)

where the variables are the same as in eq (1).
RMSE may also be expressed in terms of the standard deviations of the forecasts and ob-

servations (s; and s,, respectively), the correlation of the forecasts to the observations (ry,), and
the mean error (M E) which is given in (1) (Barnston, 1992). Expressed in those terms

RMSE = (s} + 3?, - 23f307'fov+ ME2)1/2. ‘ (3)

¢. The Mean Vector Frror

The MV E is expressed as

0 1/2
S (ugi = uoi)? + (vgi = voi)’

| i= ]
MVE = — o (4)

where oi and fi are the ith observation and forecast, respectively; u and v are the westerly and
northerly components of the wind, respectively, and n is the sample size.
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Table 4: A 2 x 2 performance matrix with joint and margmal frequencies of forecasts and observa-
txons from the verification data set (after Murphy, 1990). SR

FORECASTS

TOTAL | a+b |c+d | n

B f=1}f=0] Total
S T -
E

R =z=1 Ca ¢ ate
A2 o

A .

T a::O b d |b+d
I ,

0

N

S

d. Performance Matrix

Performance Matrices contain the joint distribution of forecasts and observations and can -
be presented in the form of frequencies or relative frequencies. Most evaluation measures can be
computed from the information contained in a performance matrix. For purposes of dJSCIISSlOII a
2x2 performance matrix is given in Table 4.. : :

No forecast elements in the NMVP are currently verified with a 2 x 2 matrix, but the de-
-velopment of all performance matrix based statistics can be illustrated with a 2 x 2 matrix. In
general, the scores used for the higher order matrices are expanded versions of the scores used for

22 x 2 matrix. The differences will be discussed as each score is derived. For warning verification,

'a 3 x 3 matrix is required for offshore points, and a 4 x 4 matrix is used for coastal points. The
scores for wind speed and wave height use a 7 x 7 performance matrix. To verify wind direction,

an 8 x 8 matrix 1s used.

Table 5 gives the basic joint, conditional, and marginal probablhtles for the performance
matrix given in Table 4 (following Murphy 1990). The conditional and marginal probabilities
can be decomposed two ways. The first uses the forecasts, f, as the conditioning variable. This
is referred to as the Calibration-Refinement (CR) factorization. The second decomposition uses

the observations (z) as the conditioning variable and is called the likelihood-base rate (LBR)
factorization. See Murphy and Winkler (1987) for complete details. Most of the scores described
‘will make use of the joint, conditional, and marginal probabilities in some way. :
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Table 5: The joint, conditional, and marginal probabilities and their empirical estimates based on
the verification data set from Table 5 following Murphy (1990).

(2) Joint Distribution: p(f,z)

p(f=lz=1)=p(1,1)=a/n,p(f=1,2=0)= p(10)—b/n,
p(f=0,2=1)=p(0,1) = ¢/n,p(f =0,z = 0) = p(0,0) = d/n
#(1,1) + p(1,0) + p(0, 1)+ (0,0) =1 :

(b) CR Factorization: p(z|f) and p(f)

“p(z=1f =1) = ps(1}1) = a/(a + b),p(z = 0|f = 1) = P;(0|1) = b/(a +b)
p(z = 1{f = 0) = p(1,0) = ¢/(c + d), p(z = 0|f = 0) = p;(0]0) = d/(c+ d)
ps(11) + ps(0[1) = 1,ps(0,1) + p£(00) = 1
p(f=1)=ps(1)=(a+ b)/n,p(f =0) = ps(0) = (c+ d)/n
ps(1) +ps(0) =1

(c) LBR Factorization: p(flz) and p(z)

p(f =1z =1) = ps(1]1) = af(a+ ¢),p(f = 0|z = 1) = p-(0|1) = ¢/(a + ¢)
p(f = 1z = 0) = po(1,0) = b/(b + @), p(f = 0|z = 0) = p5(0/0) = &/ (b + d)
Pz(1]1) + p=(0]1) = 1,p2(1]0) + p=(0]0) = 1 ‘

p(z =1) = p(1) = (a+¢)/n,p(z = 0) = p=(0) = (b + d)/n

pa:(l) +p.1:(0) =1

e. Probability of Detection

For a 2 x 2 matrix, the POD is given by

POD, = p(f = 1o = 1) = pa(1l1) = — )

a+c’
 PODo = p(J = 0z = 0) = pu(0l0) = g, ©

where the subscripts 1 and 0 refer to the categories 1 and 0 of the performance matrix in Table 4.

The POD can be extended to any k x k performance matrix. The form of the equation is
given by

£

POD: = p(f = ilo = §) = poili) = :— G=1,...,k), ")
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* where the subscript i refers to a given category; d is the element in the diagonal of the performance
matrix for the ith category, and ny; is the sample of observations falling into category i '

f. Probability of False: Deféction

For a 2 x 2 matrix, the POFD is given by

POFD =p(f =l =0)=pl0)= 57 &
}POFDd;___fP(f:O]i:1)-=pz(011)=a:.c, : | R | - (9

where the subscripts 0 and 1 again refer to the categoi‘ies in the performance matrix in Table 4.

According to Murphy (1991), it is not clear how to generalize the POFD. For a k x k matrix,
‘the POFD becomes a vector with k¥ — 1 elements. An approximation to the POFD can be made
- by shrinking the k — 1 elements into 1 element and making a 2 x 2 matrix for each category. The
form of the equation becomes '

i = &) i, k),

POFD‘,‘ =p(f=ilz = [0’1""’k_;1]) ='pz(i,[0,1,...,k—v1],z FiOR (= 7a0)
' (10)

where ny; is the total number of forecasts for category i, ng; is the total number of observations for
category i, d; is the element in the diagonal of the performance matrix for the ith category, and n
is the sample size. When (10) is used, information is lost, but sufficient information is retained to -

- be useful.
g. Pr‘o‘bability of a Hit '

For a 2 x 2 matrix, the POH is given by

PO, = plz =1 =1) = py(1J1) = =, (11)

d
c+d

POy = p(z = 01f = 0) = p(010) = (12)

 where the subscripts 1 and O refer to the cé,tegories land 0 of the performance matrix in Table 4.

The POH can also be extended to a k x k performance matrix like the POD wa.s The
extended version is given by o
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POH;:p(:E:ilf:i):pf(ili)=nd—;;, (= 1,....,k), » | (13) v

where the subscript ¢ refers to a given category; d is the element in the diagonal of the pei‘formance
matrix for the ith category, and ny; is the total number of forecasts made for category 1.

~ h. Probability of a Miss

For a 2 x 2 matrix, the POM is given ‘by

POM; = plz = 1/f = 0) = p;(1[0) = (14)

<
c+d’

(15)

POMo = p(z = 01f = 1) = p;(0|1) = —,

where the subscripts 1 and 0 refer to the categories 1 and 0 of the performance matrix in Table 4.

Again, it is not clear how to generahze the POM. Forakx k matnx, the POM also becomes
a vector with k¥ — 1 elements. Like the POFD, an approximation to the POM can be made by
shrmkmg the k — 1 elements into 1 element and making a 2 x 2 matrix for each category. The form
of the equation then becomes

(nzz d;)

(n - :)’ (z =1,. k),

(16)

CPOM;=p(z =i|f = [0,1,....k—1]) = p;(5,00,1,..., k= 1], f # i )~

where ny; is the total number of forecasts for category i, na; is the total number of observations
for category i, d; is the element in the diagonal of the performance matrix for the ith, and = is the
sample size. When (16) is used, information is lost, but sufficient information is kept to be useful.

i. Risk Difference Performance Measure

RD is defined for a 2 x 2 performance matrix as follows

a c ad — be
a+b c+d  (a+b)(c+d)’ (a7)

RDy = POH, — POM, = p;(1}1) —ps(1]0) =

d b ad—be
c+d a+bd (a+b)(c+d)’

RDg = POHy — POMy = ps(0[0) — ps(0]1) = (18)
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Note that the resulting equations are identical for both categories and that the numerator is
_ the determinant of the performance matrix in Table 4. Only one equation need be used to measure
performance with respect to the forecasts in a 2 x 2 matrix. If the two equations are averaged,
‘the result is simply BD = (ad — bc)/[(a + b)(c + d)]. For a k x k matrix, the approximate form of
POM; is used to give a categorical form of RD. o : ' ,

RDi= POH:— POM; = S _Pai= & _ b= mainfi vy g gy (19)
. - : ngg  n—ng o ng(n-ng) : .

‘ An overall risk difference can be computed by averaging RD; over the number of categories
that have observations and/or forecasts. o ’

j. Likelihood Difference Performance Measure
LD is defined for a 2 x 2_performance matrix as follows

a b _ ad - be
+c b+d  (a+c)b+d)

LDy = POD; ~ POFD; = po(1]1) - p=(1]0) = — (20)

d ¢ ad-—bc
b+d a+c (a+c)b+4d)

LDy = PODo — POFDg = p(0[0) — p-(0]1) = (21)

Again the resulting equations are identical for both categories and the numerator is the’
determinant of the performance matrix in Table 4. Only one equation need be used to measure
performance with respect to the observations in a 2 x 2 matrix. If the two equations are averaged,
the result is simply LD = (ad — bc)/[(a + ¢)(b + d)]. For a k x k matrix, the approximate form of
POFD; is used to give a categorical form of LD. : - : '

| LD;= POD;— POFD; = % _Miz 4 _ i Zeilfi g k). (22)

Ny n—"ng Ngi (n - Nz ) ’

An overall likelihood difference can be computed by averaging LD; over the number of cate-
gories that have observations and/or forecasts.

k. Additional Information on RD and LD

RD and LD are similar except that the conditioning variables are different (forecasts and
observations, respectively). In terms of the verification matrix (Table 4), the numerators are
identical while the denominators differ. This means, in general, the magnitudes of RD and LD will
differ, but the signs of both will be the same unless a < bc/d. The only time RD = LD is when
b=c. LD > RD for the case of overforecasting, and LD < RD for the case of underforecasting.
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These arguments can be extended to k x k verification matrices even though mforma,tlon has been
lost by collapsing k —~ 1 elements to 1 element to determine POM; and POFD;.

" 1. Bias

For a 2 x 2 verification matrix B is given by

_pg(l) _at+b '
.Bl - px(l) - a+c; . (23)
. | _ ps(0) _ d, | : '
B T p(0) ’ (24)

With this representation, B can take values from 0 to co. When b = ¢,B = 1, and the
forecasts are said to be unbiased. The frequency of correct forecasts (a and d) can be any value
from 0 to b+d for By or from 0 to a+c for B;. When B > 1, then the category is being overforeea.st;
when B < 1, then the category is being underforecast.

B can be extended to a k x k verification matrix, and is given by
ps(8) _ :
B; = —, (i=1,...,k). , 25).
pz(z) n:m' ( ) . ( )
Y
m. Number Correct and Percent Correct
The most common measure of accuracy is the Number Correct (NC) which is given by
) k '
NC = Z d;, (26)
=1

. where d; is the frequency of correct forecasts for each category %, a.nd k is the number of categories.
The Percent Correct (PC) is given by

PC =100- H-C—' | (27)

where 7 is the sample size.
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n. Equitable Skill Scores’ v
(1) Basic definitions (following Gandin and Murphy, 1992)

The joint distribution of forecasts and observations for a k-event variable in terms of the
verification sample is given by the performance matriz P = (pi;) (pij 20, iP5 =15 4,7 =
1,--+,k), where p;; is the relative frequency of occasions on which the ith event is observed and
the jth event is forecast. Let p = (p;) represent the climatological probability vector, where
pi=2;pi; (G=1", k) is the sample climatological probability of the ith event, and let ¢ = (¢5)
be the predictive probability vector, where ¢; = >;pi; (t = 1,:-+,k) is the sample predictive
probability of the jth forecast. IR ' ;

Let S = (s;;) bethe kx k 'scoring matriz, where s;; is the score assigned to a forecast of the

jth event when the ith event occurs. Assume the elements of S are independent of the elements
of P. This assumption does not rule out the possibility that the elements of S may depend on the

elements of the climatological probability vector p.
The expected score S associated with P and S is given by
S = Z Zp;js,‘j. - v ' (28)
B . o

S represents a Weighted average of the s;;. The weights are the probabilities of the respective
combinations of forecast and observed events.

.The expected score for a constant forecast is set to zero; therefore, for a constant forecast

S;=Y pisij=0, =1,k (29)

For a random forecast

S,-:Z:Eq]‘p;sij': Zq_,S,-:O.. _ ; (30)
TS 7

The expected score for perfect forecasts, S, (pi; = pi for all 1), is one; therefore,

Sp =D misij = L. - R 3Y)

When (31) is added to the k relationships of (29) a total of £ +1 relationships is available to

~ determine the k? scores s;;, (3,5 =1,-+-,k). If it is assumed 5 is symmetric, i.e., 8;; = 8j, (7= '

1,++,k), then the number of scores to be determined is reduced to k(k+1)/2. k(k+1)/22>k+1,
except when k = 2. : o

Gerrity (1992) presented a solution for the k-class ESS. Let p(r) be the relative frequency
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with which class r of the event is observed in a large sample of forecasts. Define the following:

1-2?(’")‘

D(n) = +—— ' : (32)
Z o(r) '
r=1
1
R(n) D(n) (33)

" Note that D(n) is the ratio of the probability that an observation falls into a class with index-
greater than n to the probability that it falls into a class with index less than or equal to =; R(n)is
the reciprocal of this ratio of probabilities. In terms of D and R, the elements of a k-class eqmta,ble
. scoring matrix may be written :

r=n

_K,I:ZR('I‘)-{-ZD(T)]; n=(1,--,k) | (39

smn_n[ZR(r)+Z( 1)+ED(7')}'1§m<k,m<n§k' (35)

r=1 r=n
Snm = Smn; 2Snﬁk, 1<m<n (36)
1 | o

Equation (34) gives the elements on the diagonal of S. The remaining elements of the upper
triangle are given by (35).. The lower triangle elements (36) follow from the symmetry of S.
These equations are used to develop ESSs for the 3- and. 4-category performance matrices used
in verification of the warning element and the 7-category matrices used to verify wind speed and
wave height. :

(2) The two-event ESS

This case is presented in the event verification of binary forecasts (for example, fog or super-
structure icing) is desired, and for completeness since it is the only case to have an exact solution
for the ESS. In two-event situations, ’

P11 P12
= : 38
( P21 P22 ) ’ (38)

P = (p1,p2); g = (q@1,¢2); the assumption of symmetry implies s21 = s12, and

S- ( s11 312) : (39)
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The expected scores are given by

Si = pron +pasiz =0, ' o (40)
_ S2=pisq12+ p2s22 =0, o o (4) |
and : S , ' ' e
S, =p1s11+p2s2=1" . N 9)

(p1 + p2 = 1). There are three équa,tibns and three unknowns 11, 812, and sa2; therefore, there is
a unique solution given by . ’ : .

s11 = p2/p1, (43)
.5‘12(= 821') =_—1, . o v . '(.44)

and . . . . - :
822 =p1/p2. S (45)

The equitable skill score for k = 2, ESSy, is givén by

ESS; = pu(pa/p) + pra(=1) + pau(=1) + p22(p1/p2), | " (46)
or o - | | ‘ .
: ESS, = pPup2z — PzPa1 _ (47
mp2 :

Substituting froin Tables 4 and 5 gives

ad — be -

Groe+d 4

ESS, =
This version of ESS; is identical to the average likelihood difference performance score LD for
the two-category case and can be used interchangeably with it. This does not imply that these
performance measures are interchangeable for higher orders of k. The reason for using the approx- -
- imate categorical form of LD in higher order performance matrices is to measure performance of
the forecast guidance and/or the WSFO forecasts by category as well as overall. '

(3) The tHree-event ESS

In three-event situations .
P11 P12 P13

P=1 pa pa2 P |, . ‘ (49)
P31 P32z P33 ' :

p = (p1,p2,P3); g = (q1,92,93); the assumption of symmetry implies 821 = 12, 831 = 813, and
832 = 823, and

' ‘ S S12 %13
S=1| s12 822 823 |; (50)
813 823 833 '

The expected scores are given by

S1 = p1s11 + p2s12 + pasiz = 0, ' : - (51)
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So = p1812 + p2822 + p3sas = 0, ' (52)
S3 = p1813 + p2s23 + p3sss = 0, | - (53)
and ‘ . v
Sp = p1811 + P2s2z + pasas = 1 - (54)
(p1+p2+ps = 1). There are four equations and six unknowns 811, 12, 13, $22, 823, and 833. Gandin-
and Murphy (1992) point out that a solution for this system of equations requires either imposing

two additional relationships or specifying the values of two of the scores. Gerrity’s solution for this
case is given by

1—p : :
Dy = , 55)
! n (55) :
" .
-Rl = 1-— 1 ’ (56)
1 - (p1+p)
Dy = ———————= 57
2 P11+ P2 (57)
and p +p
R,= 21T # 58
T l-(mtm) &8
The solutions for the six unknowns are then given by
: 12 : :
s =3 > D, ) R (59)
r=1 i .
1 - '
812 = §(D2 -1, . -(60)
$13 = —17 . ] i ) (61)
S22 = E(Rl + Ds), : B : (62)
823 = §(R1 -1), - (63)
and
1 2 . .
833 = 5 E Rr. (64)
r=1

The associated score can be written

3 3 _ ,
ESS; = Z Ep,'js,'j. ' (65)

i=1j=1

(4) The four-event ESS

In four-event situations
’ P11 Pi2 P13 Pu4
P= D21 P22 P23 P4 (66)
P31 P32 P33 P34
P41 P42 P43 Py
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p= ’(P1‘7P27P3vp4); q = (¢1,92,93, q1); the assumption of symmetry implies 831 = 812, 31 = 813,

841 = S14, $32 = 823, 842 = S24, and 343 = 334, and

_ 811 812
‘ $ S

S = 12 822

813 823

S14 324

" The expected scores are given by -

S1=p1811 + p2si2 + p3s13 + 4814 = 0,
Sy = p1812 + D282z + P3s23 + PaSa =0,
S3 = p1813 + P2523 + P3s3z + P4sse = 0,
Ss'= p1814 + P2s2a + P3sas + Pasua = 0,

and

813
823
833
834

814
824
834

S44

Sp = p1811 + P2S22 -l-_P3833 +pssqa =1

(67

(68)

(69)
(70)
(71)

(72)

(pr+p2t+pst+pa=1). There are five equations and ten unknowns 811, $12,.513, 14, S22, 823, S24,
33, 834,and s44. A solution for this system of equations requires either five additional relationships

be imposed or values be specified for five of the scores.

Gerrity’s solution for the 4 x 4 matrix is given by

D1=1_

n

R 1

D,

=Dy
_1-(m+p)
P+ p2

1 .

- o ‘ . R2_=_"

D,

pl .

~ 1—(p1+p2+0p3)

Ds=

and

1

Ry = —.

D;

pr+p2+ps

The solutions for the ten unknowns are then given by

1 3
s = EZDT7

r=1

1 (3
s12=3 (E-Dr"l)a
r=2

| 1 '
s13 = §(D3 - 2)‘,’
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(74)

(75)

(76)

(77)

(78)

(19)

(80)

(81)



s = -1
3
$22= 3 (Rl +Z-Dr
r=2

)

1 ,
823 = §(R1 +D3-1),

1
Sgq = §(R1 -2),

s __1
®=3
531 = &
u=3
and
‘344=§

The associated score can be written

r=1

r=1

(iR,.ws
(-

).
)

4 4
ESS4 = ZZP,'J'S,'J'.

(5) The seven-event ESS

In seven-event situations

( Pi: P12
P21 P22
P31 P32
P=1 pu pa
P51 Ps2
Ps1 Pe2
\ P Pr2

i=1 j=1

P13
P23
P33
P43
Ps3
Pe3
P73

P14
D24
P34
Paa
D54
Pea

P74

P15
p2s
P35
P4s
Pss
Pes
P75

Pis
D26
P3s
P46
Pse
Pes
Pre

nr
P2
Par
Pat
Ps7
Pet
prr

/

(2)
(83)
(84)
6
(86)

(87)

(88)

(89)

, - (90)

P = (P1,P2,P3,P1,P5,P6,P7); 94 = (01,92,93,94, 95,96, ¢7); the assumption of symmetry implies

841 = 8¢, (i,j = 1,---,7), and

/ $11 S12
S12 822
813 823
S=1 s14 Su
S15 825
816 826
\ S17 827

813
823
833
334
835
836
837

43

314
524
834
S44
845
846
847

315
825
835
345
855
356
857

S16
826
336
346
356

Se7

17
so7
837
S47
857
Se7
817

)

) (91)



The expected scores aTe given by

szsﬁ = 0 (.7 =1,. ) ) l . (92) .
i=1 v e .
and o ) : : : o
‘ Sp = p1811 + Pasaz + Psas + Pasus T PsSss + peses + proTr =1 (93)

(Z p; = 1]. There are éight equations and 28 unknowns. A solution for this system of equations

requires elther 20 additional imposed relatiohshjps or spéciﬁed scores.

Gernty ] solutxon for the 7 x 7 matrix is given, by

| 1- B "
polzm | (94)
P1 g
. 1 .'
R1 '51' | » (95)
1—(p1 + 1) C '
D, = L 96) -
-2 p1+ D2 ’ : , ( )
By =g | (97)
1-(p+p+ps) | ,
Do = . : 98
_ s pt+p2tps ' e
and. ' - oL o (99)
v *7 D5’ e
1-(p1+p2t+p3tpe) 00
D, = : 100
4 prtp2t+pstps 0o
and : : -R 1 | (1‘01)
4 = .D4.' ‘
Dy = 1—(pi+p2t+pstPatps) : (102)
| p1+p2+p3s+patps
and ‘ | R _ 1 : (103)
5 — -D5. ’ T
D= L= m+m+m+m+m+m[ (104)
pr+pe+p3tpatpst+Pe
and : ’ : '
EER (109

The solutions for the 28 unknowns are then given by

18 | | |
s1 =g Z D, (106)
r=1 )
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812 =

| —
5
™
T
o
|
[

[ M

V]

fary

w
|
|
M

)

<

|

[ o)

3
It
(]

[
-
o
I
Dl
-3
Il
-9

Mo
>

|

N

-
!
P ]
!
o
N N N

4
It
@

S26 = 6(31 + Dg — 4),

1
Sg7 = 6(31 - 5),

. 1 2 6
333—€<ZRr+ZDr)
r=1 r=3
1 2 6
834 = ~— ERr—i-ZD,-—l
6 r=1 r=4
1 2
335:5( Rr+ED —2)
r=1 r=5
1{ '
336=E ZRr+D6_3),
r=1
1 2
337:6(21{7_4)’
r=1
1 3 6
544=6(ZRr+ZDT),
r=1 r=4
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(108)
(109)

(110)

(111)
(112)

(113)
(114)
(115)

(116)

(117)

(118)

~(119)

(120)
(121)
(122)
(123)

(124)



and

The associated score can be written

_ (6) The eight-event ESS

In eight-event situations

,(Pn

P21
P31
P41
Ps1
Pe1
Pn

\ Ps1

ESSr =

P12
P22
D32
P42
Ps2
Pe2
b2
Ps2

7 7
z Zpijsij-

i=1j=1

P14
P24
P34
P44
Ps4
Pea
Pra
P84

46

s
P25

Pas
Pss

Pes

Pis

Pss

D6

P

Das
Pse

Des
Pre
Pss

566=’é ZRr+D6)7
r=1
1f<
s67= 5 (ERr—*-De—l),
r=1 -

P18
P28

P4s
Pss

Des:

Pss

(125)»

(126)

(121

(129)

129)

(130)
(131)

(132)

- (133)

(134)

(135) .



P = (P1,P2,P3,P4,P5,06: P71, P8); 4 = (41,62,93,94,95,96,97,9s); the assumption of symmetry
-implies sj; = sij, (¢,j =1,--,8), and . :

( S$11 812 813 S14 815 16 317 318 \
.S12 S22 823 824 3825 826 827 S28 |

813 823 833 S34 3835 336 3837 838
S | %14 %24 S34 Sas 845 S46 Sar Sas ' (136)
815 325 835 845 3855 856 857 858
816 826 335 846 956 966 3867 568
817 827 837 847 857 Se7 377 S78
\ 518 828 S3z S48 S58 68 S78 388 J

The expected scores are given by

8
Si=> pisii=0, (j=1,...,8), _ (137)
1=1 . . : -
and ‘ , .
Sp = P1811 + P2822 + P3533 + P4S44 + P5S55 + Pedes + PrS77 + Pssss = 1 (138)

s . ‘ v .
(Z p; = 1}. There are nine equations and 36 unknowns. A solution for this system of equations

i=1 .
requires either 27 additional imposed relationships or specified scores. -

Ordinarily, Gerrity (1992) would be used to impose the added relationships, but this £S5 is
used to verify performance of wind direction guidance and forecasts. Wind direction is a periodic
parameter with a range of values from 0° to 360°; the error in wind direction ranges from —180°
‘to 180°. A negative (positive) error is interpreted to mean the forecast wind direction is counter-
clockwise (clockwise) of the observed wind direction. For a distributive variable (for example, wind
speed) with an eight category performance matrix, the maximum error can be 7 categories different
from the correct category. For the wind direction, the maximum error can only be 4 categories
different, where the absolute difference in degrees is 23 - 67 degrees for 1 category, 68 - 112 degrees
for 2 categories, 113 - 157 degrees for 3 categories, and 158 - 180 degrees for 4 categories.

The pattern of categorical errors for the performance matrix is given as

[ C +1 +2 43 +4 -3 -2 -1
-1 C 41 +2 +3 +4 -3 -2
-2 -1 C +1 +2 +3 +4 -3
-3 -2 -1 C +1 +2 +3 +4
-4 -3 -2 -1 C +1 +2 43 |’
+3 -4 -3 -2 -1 C +1 +2
42 43 -4 =3 -2 -1 C +1
\+1 +2 43 -4 -3 -2 -1 C |

where the Cs are the correct forecasts and the positive (negative) values indicate how many cate-
gories clockwise(counterclockwise) of the observations the forecasts are. '

Assume a sample spans a year for a given station, or includes data from all stations in the -
NMVP for a given observation time, the distribution of wind directions will be about equal for each
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category. Let kl, ko, k3, and k4 be scores with specxﬁed values which are substltuted into S in the
‘same place as the ca,tegonca.l errors shown above so that

( 811 ki ks ks ke ks k2 k1
| k1 s ki ko ks ks ks k2
ko ki s ki ko ks k4 ks

This implies that k1 = 813 = 818 = 823 = 834 = S45 = 856 = 367 = 878 k3 = 813 = 817 =
824 = 828 = S35 = S46 = 857 = 368} k3 = 814 = 816 = S35 = S37 = 836 = 838 = S47 = 358, and
ky = S15 = 826 = S31 = 848 for the upper triangle of the matrix. Symmetry is also retained.

If the specxﬁed ks are substltuted into (137), then there are eight equatlons and exght un-
knowns; however, (138) has not been taken into account. If the equatlons from (137) are added

together, and the terms collected, then

[2(k1 + k2 + k3) + k4 EP; + szsn - 0

=1 =1

is the result. Recalling E pi = 1 and substituting (138) into the foregomg nges
i=1
2(k1 + ko 4 k3) +k;+1=0, . ‘ ’ (139)
2(k1 + ko + ks) +ky= ' (140)
This rela,tlonshlp must hold in order for equitability to occur; therefore, the ks must be specified
to satisfy (140). The equations for the unknowns are

o s11 = =[k1(p2 + ps) + ka(pa + pr) + ka(ps + pe) + k4P5]/ 1, . (141)
822 = —[kl (p1 + ps) + k2(pa + ps) + ks(ps + pr) + kapsl/p2, ' (142)
s33 = —[k1(p2 + pa) + ka(p1 + ps) + ka(pe + ps) + kaprl/p3, (143)
s44 = —[k1(ps + ps) + k2(p2 + pe) + k(1 + pr) + kaps]/pa, - (1449)
sss = —[k1(pa + pe) + ka(ps + pr) + ka(p2 + ps) + kami]/ps, (145)
ses = —[k1(ps + pr) + k2(p4 + ps) + ks(p1 + p3) + kapa]/pe, -~ (146)
s77 = —[k1(pe + ps) + k2(p1 + ps) + ka(p2 + pa) + kaps)/pr, (147)
and . . | ’
 sgg = —[k1(p1 + pr) + k2(p2 + pe) + ka(ps + ps) + kapa]/ps. (148)

In the NMVP, ky = —0.025, k; = —0.075, k3 = —0.15, and k4 = —0.5.

The associated score is given by

ESSg = Z Z i;8ij- A (149)

v i=1j=
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