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QUASI-STATIONARY WAVEWATCH III R© FOR THE NEARSHORE 1

André J. van der Westhuysen2 ,3 and Hendrik L. Tolman4

Abstract

With the increased frequency and severity of hurricane and inundation events, it has become important
to extend the field of application of WAVEWATCH III R© to the nearshore. Since this model is based on the
hyperbolic form of the action balance equation, CFL restrictions apply to the choice of the propagation
time step, rendering nearshore simulation with high spatial resolution computationally expensive. In the
present study, a quasi-stationary version of WAVEWATCH III R© is developed. Advantage is taken of the
fact that quasi-stationary conditions can develop over a domain of limited spatial extent during a model
input/output interval. Under these conditions, the solution can be accelerated by the ratio of this interval
to the residence time of energy inside the domain. Within each input/output interval, time stepping is
carried out up to the residence time, followed by a discontinuous jump to the beginning of the next
input/output interval. Boundary conditions from the offshore domain are nonstationary, but brought
forward in time by the difference between the input/output interval and the residence time to ensure
proper phasing. The resulting quasi-stationary model is evaluated for idealized swell propagation and a
field case of a highly nonstationary hurricane event. Computational savings of up to 50% relative to the
default nonstationary model are found, depending on the wave conditions and domain size, in combination
with local errors in significant wave height and mean period of less than 5% and 2%, respectively. The
model operation investigated here is limited to the one-way nesting (ww3 shel) mode, but the method is
extendable to the two-way nesting (ww3 multi) mode.

1 INTRODUCTION

WAVEWATCH III R©, hereafter WW3, is a lead-
ing spectral wind wave model for the computation
of wave fields on oceanic scale. In recent years,
a need has arisen to extend the field of opera-
tion of this model towards the nearshore. To this
end, parametrizations of nearshore physical pro-
cesses such as depth-induced breaking have been
included (Tolman, 2009). However, in addition, if
explicit propagation schemes are applied, the nu-
merical approach of the model needs to be adapted
in order to deal efficiently with the smaller CFL
time steps for geographical propagation imposed by
the increased spatial resolution required to resolve
the nearshore processes (e.g. Monbaliu et al., 2000;
Brown and Wolf, 2009).

In these coastal domains, the residence time ts of
wave energy is typically shorter than the time scale
of change of the boundary conditions and forc-

ing. Hence, wave fields often become approximately
(quasi) stationary over domains of limited extent
along the coastline on the time scales that output is
required, denoted by ∆ts. This premise has been the
motivation for developing fully stationary nearshore
spectral wave models such as HISWA (Holthuijsen
et al., 1989), STWAVE (Davis, 1992; Smith et al.,
1999) and SWAN (Booij et al., 1999) in the past.
The latter model uses an implicit elliptical scheme
(a four-sweep Gauss-Seidel method) for geographical
propagation, and was later extended for nonstation-
ary operation in the offshore. Here we present an
approach for adapting WW3 for nearshore applica-
tion, using hyperbolic equations (explicit propaga-
tion schemes), by taking advantage of this quasi-
stationarity of the nearshore wave fields. The in-
tended application of this quasi-stationary model
version is high-resolution coastal nesting in larger
domain offshore grids, which are run in conventional
nonstationary mode. We will introduce the concept
of “time stretching” for these nearshore applications,

1 MMAB contribution Nr. 295
2 E-mail:Andre.VanDerWesthuysen@NOAA.gov
3 UCAR Visiting Scientist at NOAA/NWS/National Centers for Environmental Prediction.
4 NOAA/NWS/National Centers for Environmental Prediction, 5200 Auth Road, Camp Springs, MD 20746, USA.

1



in which the time stepping through physical time
is accelerated by the ratio of the input/output in-
terval ∆ts to the residence time ts. The solution
obtained can be distributed over the output incre-
ment in a pre-determined fashion (linear, incremen-
tal, etc.). The ratio of ts to ∆ts therefore represents
the reduced computational time relative to the non-
stationary model achievable with this approach.

The aim of this study is to develop the above-
mentioned quasi-stationary solution method for
WW3 and to evaluate the resulting model for ideal-
ized cases and field cases in the nearshore.

The achieve this aim, first the concepts of time
stretching and quasi-stationary model operation are
presented in Section 2. In Section 3 the operation of
this quasi-stationary model is illustrated for an ide-
alized case of wave propagation, and subsequently
applied to the highly nonstationary case of Hurri-
cane Gustav which made landfall at the Louisiana
coast, USA, in August-September 2008. Section 4
presents a discussion on the results and Section 5
closes with conclusions. The implementation stud-
ied here is limited to the one-way nesting (ww3 shel)
mode of WW3. However, this method can be ex-
tended to the multigrid (ww3 multi) mode of WW3,
as will be discussed in Section 4.

2 APPROACH

In this section, the basic approach of the quasi-
stationary version of WW3 is presented, including
the related issues of computing the quasi-stationary
time scale ts and the implications of the CFL con-
straint on simulation times in the nearshore.

2.a Basic approach

WW3 models the evolution of the wind wave ac-
tion spectrum N(k, θ; ~x, t), where N(k, θ; ~x, t) =
F (k, θ; ~x, t)/σ with F the variance density spectrum
and σ the radian frequency, using the action balance
equation (e.g. Hasselmann 1960):

∂N(k, θ; ~x, t)

∂t
+∇·~cN(k, θ; ~x, t) =

S(k, θ; ~x, t)

σ
, (1)

where k and θ are the wavenumber and direction, re-
spectively, ~x and t are geographical space and time,
respectively, ~c represents the characteristic veloci-
ties in geographical and spectral space (including the

possible influence of currents) and S represents the
total of all sources and sinks of wave energy. Equa-
tion (1) is typically applied in WW3 in a hyperbolic
form.

In the nearshore, the time required for reaching sta-
tionarity (the residence time) is often shorter than
the time scale of change of the boundary conditions
and forcing, so that the solution becomes quasi-
stationary. A number of time scales are defined. The
first is the time scale for reaching stationarity ts (res-
idence time), defined as

ts = αtt (2)

where tt is the transient time of dominant wave in-
formation with a given propagation speed through
a given grid, and α is a factor somewhat greater
than 1. Quasi-stationary solutions can be expected
to be valid at the end of each model input/output
interval ∆ts if

ts << ∆ts . (3)

These two time scales can be used to express the
possible increase in computational speed γ as:

γ = ∆ts/ts , (4)

where γ will be greater than 1 if (3) is satisfied.
Conceptually, the proposed quasi-stationary model
operation can be viewed as follows: for each global
time step ∆tn on the nearshore grid, the increments
in action density from (1) are computed as

∆N(k, θ; ~x, t) = ∆tn

[

S(k, θ; ~x, t)

σ
−∇ · ~cN(k, θ; ~x, t)

]

,

(5)

but accelerated by the factor γ in physical time:

ti = ti−1 + γ∆tn . (6)

The global time step ∆tn would still satisfy stability
requirements in the nearshore, but the effective time
step of integration would be greater. The expression
(6) represents a linear time stretching and the gain
in computational speed.
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There are various approaches to implementing (6),
taking into account also the treatment of bound-
ary conditions, which the nearshore quasi-stationary
simulation will typically receive from a larger do-
main grid. Here we propose a method of discon-
tinuous time stepping combined with discontinu-
ous, nonstationary boundary conditions. In this ap-
proach, the quasi-stationary calculation is carried
out with the global time step ∆tn up to the resi-
dence time ts, after which the global time counter ti
is discontinuously incremented up to the end of the
input/output interval ∆ts:

ti = t0 +

[

i+ (nm − ni)⌊
i

ni

⌋

]

∆tn, i = 1..N, (7)

where t0 is the time at the beginning of the computa-
tion, ti are the points in time at which computations
are carried out, nm = ∆ts/∆tn and ni = ts/∆tn.
The residence time ts is dynamically computed using
(10) within the current input/output interval ∆ts,
discussed below, and then applied as a fixed model
parameter in the subsequent ∆ts interval. The time
varying boundary condition from the larger domain
simulation is applied continuously over the interval
∆ts, sampled at each ti. Hence the boundary condi-
tion for the nested domain becomes:

ψi = ψ(ti) , (8)

with ψ(t) the continuous nonstationary boundary
condition from the larger domain. In order to avoid
the phase lag induced by the discontinuous time
stepping in (7), the updating of the boundary con-
ditions is phase-shifted forward by (∆ts − ts) during
each output interval ∆ts. This is achieved with the
following boundary value specification:

ψi = ψ(ti + (∆ts − ts)) . (9)

In this way, the nonstationary boundary condition
reaches the value of ψ(∆ts) at the end of the resi-
dence time interval ts, as required, before skipping
discontinuously to the next output interval ∆ts.

2.b Computation of ts and ∆ts

The residence time ts is a function of a number
of variables, including: (a) the dimensions of the

nearshore grid, (b) the characteristic wave energy
propagation speed and direction, and (c) the time
scale of the environmental forcings (e.g. wind and
water level). The largest possible value of ts is found
by considering the diagonal of the (rectangular) do-
main, and the highest spectral wavenumber in the
discretized spectrum. This would, however, yield
very large values for ts, unnecessarily reducing γ.

An alternative is to dynamically compute ts on the
basis of the dominant wave condition. This may be
done on the basis of the time scales of change of
the boundary conditions, but this may neglect im-
portant wind sea components generated inside do-
main on the time scale of (c). Hence, the residence
time scale is computed from the evolving solution
throughout the simulation. It is computed on the
basis of cg,T̃m01

, the propagation speed of wave en-

ergy associated with the spatial mean period T̃m01,
andX , the propagation distance over the domain us-
ing the domain-averaged mean wave direction, and
assuming the domain to be rectangular and with-
out landmass. The mean period T̃m01 is used, and
not, for example, the peak period, in order to weight
the result towards slower-moving components in the
spectral tail. The resulting residence time parameter
is:

ts = αtt = α
X

cg,T̃m01

. (10)

In the simulations presented here, the factor α was
set to 1.2 in order to ensure that most of the ener-
getic components have traveled across the domain.

The input/output time step ∆ts is set by the user,
based on the available frequency of inputs and the
desired frequency of outputs. It is assumed that ∆ts
will be chosen such that the boundary conditions
and forcing do not change significantly over its du-
ration.

2.c CFL constraints

Having defined the general principle of the quasi-
stationary operation and the residence time scale
ts, we subsequently estimate the expected total im-
pact of quasi-stationary operation on the simulation
times in the nearshore. In general, the gain in com-
putational speed γ due to stationarity and the time
compression method is offset by the fact that the
CFL time step in the nearshore ∆tCFL,n will typ-
ically be much smaller than that in the offshore
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∆tCFL,os. The CFL criterion for spatial propagation
using the current hyperbolic equations of WW3 is
given by (Tolman, 2009):

CFL =
ẋ∆t

∆x
< 1 , (11)

where ∆t represents the integration time step, ∆x a
spatial step and ẋ the propagation velocity of wave
energy (= ~cg + ~U). If we subsequently require (a)
an equal CFL number in the offshore and nearshore,
(b) assume that the wave energy propagation speeds
are similar in both domains, and (c) assume that the
global time steps ∆tn and ∆tos are directly related
to the CFL time steps for geographical propagation,
then the nearshore time step will be given by:

∆tn =
∆xn

∆xos

∆tos = β∆tos , (12)

where ∆xn and ∆xos are the nearshore and offshore
spatial discretization steps and 0 < β < 1 their ratio
(for ∆xn < ∆xos). Hence, substituting (12) in (6),
the effective change in the time stepping relative to
that in the offshore is given conceptually by

ti = ti−1 + γβ∆tos . (13)

Given an equal number of geographical grid points
in both domains, it follows from (13) that equal or
greater computational speed in the nearshore will
be realized for γ > β−1. Simple arithmetic exam-
ples show that the reduction in speed due to the
reduced spatial steps β typically outweighs the gain
due to quasi-stationarity γ in (13). This implies that
nearshore high-resolution modeling with hyperbolic
equations will likely remain more expensive than off-
shore applications of similar total grid node size. We
return to this issue in Section 4.

3 SIMULATIONS

In this section, the quasi-stationary version of WW3
presented above is evaluated by means of numerical
simulation. First the model is applied to a simple
wave propagation case over an idealized deep wa-
ter basin, and subsequently to a field case of Hurri-
cane Gustav over nearshore Louisiana. As discussed
in Section 1, all simulations presented here are based
on the one-way nesting (ww3 shel) version of WW3.

3.a Idealized deep water basin with nesting

The performance of the proposed quasi-stationary
model is first evaluated for an idealized model of
wave propagation over a larger grid into a nested grid
(one-way nesting), in deep water. Figure 1 shows the
model grid setup applied for this purpose. It features
a deep water coarse grid (50 x 250 km), which is run
in conventional, fully-nonstationary mode. A near-
monochromatic, long-crested wave field (Hm0 = 0.1
m, fp = 0.33 Hz, Std. dev. = 0.01 Hz, Dir = 270◦N)
is imposed on the coarse grid. In the absence of an
option for time-varying boundary condition specifi-
cation in WW3, this wave condition is imposed with
a normal distribution of wave energy in space (X̃
= 10 km, Std. dev. = 7.5 km), using a Type 1 ini-
tial field. This creates a sinusoidal pulse of wave en-
ergy in time that propagates towards the nested grid.
Boundary conditions for the nested grid are output
every 3600 s, which is also the output interval ∆ts
of the system.

The nested grid subsequently receives the boundary
conditions and performs a quasi-stationary run. On
this grid, the global time step is ∆tn = 150 s, the
time step for propagation in geographical and spec-
tral spaces are ∆tCFL,x−y = 150 s and ∆tCFL,k−θ

= 150 s respectively, and the minimum source term
integration step is ∆tsources,min = 15 s. The results
of the quasi-stationary model and the default non-
stationary version will be considered at Stations 1
and 2, at X = 45.5 km and 49.5 km respectively
(Figure 1).

Figures 2 and 3 show the results of the quasi-
stationary model, and compare them to the results
for a default, fully nonstationary simulation. Fig-
ure 2(a) shows the evolution of Hm0 at each global
time step ti for both the default and quasi-stationary
runs. Panel (b) shows the variation of the residence
time scale ts. The latter starts at the user-specified
default value (3600 s). After the first output interval
∆ts (vertical lines), ts shifts to a computed value of
about 2500 s, corresponding to the residence time of
the lower-frequency components in the narrow fre-
quency distribution. It subsequently increases grad-
ually to ts ≈ 2800 s as higher frequencies reach the
nested domain. Also included in panel (b) is the du-
ration of ∆ts (= 3600 s here). For all ts < ∆ts, a
quasi-stationary simulation is possible over the in-
terval ∆ts.

From Figure 2(b) it can be seen that for the first two
output intervals, ts 6< ∆ts at the end of the previ-
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Fig. 1: Model setup for the wave propagation test. Overall model grid (50 x 250 km) in gray and nested
grid (5 x 25 km) in white. Wave direction indicated by the arrow, and output stations in the
nested grid labeled as 1 and 2. Note the different scales on the x and y axes.
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Fig. 2: Results of the quasi-stationary and default nonstationary models for the wave propagation test
(nested 5 km grid). Panel (a): evolution of Hm0 at Stations 1 and 2. Circles indicate the time steps
∆tn. Panel (b): evolution of the residence time scale ts. Dashed line shows duration of output
interval ∆ts (here 3600 s). Output interval ∆ts also indicated in time as vertical lines.
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ous interval (or start of the simulation), and hence a
fully nonstationary computation is made. From the
third ∆ts interval onwards, ts < ∆ts, and hence a
quasi-stationary computation is carried out. Figure
2(a) shows how in this third time interval the solu-
tion at the upwave Station 1 is brought forward in
time by (∆ts − ts) relative to the boundary condi-
tion time series from the coarse grid. The boundary
condition value of ψ(∆ts) is reached at the residence
time ts, after which the quasi-stationary computa-
tion is suspended until the start of the next output
interval ∆ts. The effect of this ‘speeding-up’ of the
boundary input is that the quasi-stationary solution
at Station 2 now shows increased growth and decay
rates within each ts interval. As a result, after ts,
the solution is at the level that the default nonsta-
tionary solution reaches at ∆ts. The solution at the
end of the residence time ts is transferred to the be-
ginning of the next output interval ∆ts. The result
is that, considering the values at the output inter-
vals ∆ts, the solutions at both Stations 1 (upwave)
and 2 (downwave) follow those of the default model
(Figure 3). Note that the solution at Station 2 of
the default model differs from that of the boundary
only due to aliasing effects in the sampling of points
along the curve (see Figure 2).

It can thus be seen that the application of the non-
stationary, phase-shifted boundary conditions in this
approach avoids the spurious phase shift associated
with stationary elliptical solutions.
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Fig. 3: Time series of Hm0 output of default
and quasi-stationary runs at Stations 1
and 2 in wave propagation test.

3.b Field case: Hurricane Gustav

The quasi-stationary WW3 model is next evaluated
for a field case featuring nearshore application in a
highly nonstationary hurricane case. The case con-
sidered is that of Hurricane Gustav, which occurred
in August–September 2008. After passing over the
Caribbean and the Gulf of Mexico, Gustav made its
final landfall near the town of Cocodrie, LA, around
15:00 UTC on September 1, with maximum winds
near 90 kt (Category 2, National Hurricane Center
2008).

This case is modeled using a series of five regu-
lar, one-way nested grids, based on data from Chen
et al. (2010). The set starts with an outer grid, in-
cluding the Gulf of Mexico and the Caribbean Sea,
and ends with a small nearshore grid that includes
the nearshore NDBC buoy 42007 (just outside of
the Chandeleur islands), being the closest buoy to
the point of landfall (Grids 1–5, Table 1). The spa-
tial resolution in these grids varies from 12 arc min
(Grid 1) to a high resolution of 100 m on the small
nearshore domain (Grid 5), with a 10x10 km ex-
tent. Figures 4 and 5 show Grids 3–5 closest to the
coast. Included in Figure 4 is the best track of Gus-
tav, showing the landfall at Cocodrie. Also shown
in Figures 4 and 5 is the location of NDBC buoy
42007 (refer Table 2). The wind fields applied over
these domains have been produced by a parametric
analytic wind model for asymmetric hurricanes (Hu
et al., 2010), merged with large scale background
wind fields from GFS. In addition, the simulations
include time-varying water level fields, computed us-
ing the storm surge model ADCIRC (Luettich and
Westerink 2004; Westerink et al. 2008).

Regarding the wave model settings, the spectral res-
olution consists of 29 logarithmically distributed fre-
quencies (starting at 0.035 Hz) and 24 discrete di-
rections. The present default set of source terms is
applied, namely wind input and whitecapping ac-
cording to Tolman and Chalikov (1996), and the de-
fault expressions for quadruplet interaction, bottom
friction and depth-induced breaking. Wave propa-
gation in geographical space and depth refraction
are activated, but not current-induced Doppler shift-
ing and refraction. The frequency for model inputs
(winds and water level) and outputs was set at ∆ts
= 3600 s. Table 1 presents time steps applied. The
time step ∆tn on Grid 5 is 240 times smaller than
that of the offshore Grid 1, reflecting the ratio of the
grid cell sizes in the light of CFL restrictions. The
model was run in default nonstationary mode on all
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Fig. 4: Bathymetry of Grid 3 (Mississippi Delta, 1 km, top, with nest of Grid 4) and Grid 4 (Breton
Sound outer, 250 m, bottom, with nest of Grid 5). Curve indicates the best track for Hurricane
Gustav.

Table 1: Cell sizes and time steps for the various grids in the Hurricane Gustav simulation.

Grid ∆x ∆tn ∆tCFL,x−y ∆tCFL,k−θ ∆tsources,min

(s) (s) (s) (s)
1 12 arc-min 1200. 700. 600. 5.
2 3 arc-min 300. 180. 150. 5.
3 1 km 60. 35. 30. 5.
4 250 m 15. 9. 7.5 1.
5 100 m 5. 3.6 2.5 1.
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five model grids, and repeated on Grid 5 using the
quasi-stationary mode. The total run time for the
nonstationary model on Grid 5 was 67 min, using
16, 32-way nodes (= 512 cores) on an IBM Power6
Cluster, each with a 4.7 GHz processor, run using
MPI parallel directives.

Table 2: Coordinates of output stations in the
Hurricane Gustav simulation.

Station Long. Lat.
(degr.) (degr.)

42007 -88.77 30.09
‘Station 1’ -88.71 30.03

−88.78 −88.76 −88.74 −88.72 −88.7
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Fig. 5: Bathymetry of Grid 5 (Breton Sound
nearshore, 10x10 km, 100 m), including
locations of NDBC buoy 42007 and up-
wave output point Station 1.

Figure 6 compares the behavior of the quasi-
stationary and default nonstationary model modes
at Station 1 and buoy 42007 on the nearshore Grid 5.
Panels (b) and (d) of this figure show the variation
of the residence time ts, which reflects the variation
in the mean wave period between Tm01 = 4–11 s (not
shown). At the beginning of the simulation, before
sufficient amounts of wave energy have entered the
initially calm domain of Grid 5, high values of ts are

found (not shown). As the hurricane nears landfall,
ts steadily reduces so that for a 36 hour period at
the peak of the event at buoy 42007, ts falls to about
50% of the output interval ∆ts = 3600 s (dashed red
line). After the peak, ts increases again to above
∆ts. Hence it can be seen that, despite the high
nonstationarity of the conditions, quasi-stationary
operation is possible at the event peak due to the
fact that the residence time of the longer waves falls
below that of the chosen output interval. However,
since this constitutes a relatively short period of the
total simulation time, the total saving in run time re-
mains limited: the quasi-stationary run time comes
to 61 min, or 91% of that of the default nonstation-
ary simulation. Options for further optimization are
discussed in Section 4 below.

Panels (a) and (c) of this figure show the hourly
Hm0 output of the default nonstationary model at
the output point near the upwave boundary of Grid 5
(Station 1), and at buoy 42007 near the downwave
grid edge. They show the typical signature of a hur-
ricane event, featuring initially low values of wave
height sharply increasing and subsequently decreas-
ing as the hurricane passes. Superimposed on these
are the Hm0 output of the quasi-stationary model
after each time step ∆tn. As before, the output in-
tervals are indicated by vertical lines, for reference.
Figure 6(a) shows a good agreement between the
results of the quasi-stationary and the default non-
stationary results throughout the hurricane passing.
Figure 6(c) presents a detailed view of the compar-
ison for the 36 hours leading up to, and including
the peak of the event at buoy 42007 (landfall). The
quasi-stationary mode, active here, displays similar
behaviour to that shown in Figure 2 above. At both
the upwave and the downwave output locations, the
solutions at the start and end of the output interval
match that of the default nonstationary run closely.

Figure 7 compares the Hm0 and Tm01 results of the
quasi-stationary and default nonstationary models
at only the output intervals ∆ts. The results of the
quasi-stationary version, active over the 36 h period
centered on 09/01, can be seen to agree well with
those of the default nonstationary model. Panels (c)
and (f) show that the maximum errors in Hm0 and
Tm01 with respect to the nonstationary model result
are 1% and 0.5% respectively, which are considered
acceptably low.
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Fig. 6: Results of the quasi-stationary and default nonstationary models for Hurricane Gustav case on
Grid 5 (Breton sound nearshore). Panel (a): evolution of Hm0 at two stations. Circles indicate
the time steps ∆tn. Panel (b): evolution of the residence time scale. Dashed line shows length of
output interval (3600 s). Output interval ∆ts also indicated in time as vertical lines. Panels (c)
and (d): detailed view of panels (a) and (b), respectively, during the storm peak.
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Fig. 7: Comparison between quasi-stationary and default nonstationary model results for Hurricane
Gustav case on Grid 5 at output intervals ∆ts. Panel (a): evolution of Hm0 at two stations.
Panel (b): difference in Hm0 result between quasi-stationary and nonstationary models. Panel (c)
percentage difference in Hm0 result between quasi-stationary and nonstationary models. Panels
(d)–(f): as in panels (a)–(c), but for the mean period Tm01.
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4 DISCUSSION

In the present study, a quasi-stationary version of
WW3 was developed, based on explicit hyperbolic
equations for spatial propagation. This approach
takes advantage of the fact that over a nearshore
domain of limited extent, the residence time of wave
energy ts may be shorter than the output time step
used in the model ∆ts. The simulation can therefore,
in principle, be sped up by a factor equal to the ra-
tio ∆ts/ts designated here by γ. This speeding-up
depends on the wave conditions, as γ depends on
ts, and therefore the wave energy propagation speed
(i.e. frequency), and also on grid extent and orienta-
tion. For example, in the idealized propagation case
(Section 3) the speed-up gradually reduced during
the simulation due to the effect of dispersion on the
spectral components arriving from offshore. In the
hurricane field case, the mean frequency, and hence
model speed-up is connected to the hurricane wind
structure, and hence varied with the location of the
hurricane relative to the nearshore quasi-stationary
domain.

From the above it would seem logical to apply a vari-
able γ in the quasi-stationary model mode. However,
greater gains in computational speed may be had by
applying a fixed γ of greater magnitude. Also, in an
operational setting such as that at the National Cen-
ters for Environmental Prediction (NCEP), a vary-
ing γ, and hence varying simulation time may be
problematic, since it is desirable to have predicable,
fixed simulation times in this context. One approach
could be to select a fixed ts (and hence γ) based on
typical wave conditions over a specific coastal region.
Since the actual residence time of the wave field will
vary between events, a constant ts may, however,
frequently be an underestimation of this actual res-
idence time during a given simulation period. This
implies that the error with respect to the default
nonstationary solution would also vary during the
simulation. This is illustrated in Figures 8 and 9,
where the Hurricane Gustav case is run with a con-
stant ts set to 1800 s, the value reached during the
peak of the event, during which Tm01 ≈ 10 s. This
setting implies a fixed computational time saving of
approximately 50% relative to the default nonsta-
tionary model (from 67 min to 34 min). It can be
seen that away from the peak of the event, where the
wave field is younger, the errors with respect to the
default nonstationary simulation become larger than
with the adaptive ts (compare Figures 7 and 9). As
may be expected, the errors mainly take the form of
a phase lag with respect to the default nonstationary

result, underestimating wave heights during periods
of increasing Hm0, and overestimating them during
periods of reducing values (Figure 9(b)). Consider-
ing the results in terms of relative error (Figures 9(c)
and (f)), the errors in the energetic period of the
event (08/31–09/04) remain below 5% and 2% for
Hm0 and Tm01 respectively. However, closer to the
peak of the event, where the most important model
results are arguably found from an application point
of view, the errors remain much smaller than this,
since here the constant ts agrees better with the ac-
tual residence time of the wave condition. It would
therefore be possible to select a constant ts (based
on the mean wave climate) that would act as a fil-
ter: wave conditions of this maturity level and higher
would be represented with minimal error relative to
the fully nonstationary solution, whereas less mature
wave fields (with greater residence times) would be
reproduced with a larger, but accepted, margin of
error. A conservative approach would clearly be to
set the time scale ts at a high value (>1800 s in
this example) to minimize this error, but this choice
must be weighed up the increase in computational
cost.

Although, as discussed above, the speed of nearshore
simulation can be enhanced by increasing the fac-
tor γ, the computational effort will inevitably in-
crease due to the CFL time step constraint inherent
in explicit propagation schemes. Assuming that the
CFL number is to remain equal moving from the
offshore to the nearshore, the required reduction in
the nearshore propagation time step was estimated
as the ratio of the nearshore to offshore resolutions
β in Section 2. The total impact on the effective
time step relative to nonstationary simulations in
the offshore is therefore given by γβ. The highest
grid resolution currently run operationally at NCEP
is 4 arc-min, over shelf regions. For the Hurricane
Gustav simulation, for example, the nearshore quasi-
stationary nested Grid 5 had a resolution of 100 m
(Table 1). The ratio of the latter and the 4 arc-min
NCEP grid yields β = 0.013, so that with a constant
γ = 2, we have γβ ≈ 0.03. Inserting this into (13),
it can be seen that despite the speed-up afforded
by quasi-stationary simulation, nearshore simulation
using explicit propagation schemes still represents a
significant reduction in the effective time step rel-
ative to offshore simulations, and therefore an in-
crease in total computational time.

The question therefore arises as to how the present
quasi-stationary approach relates to the stationary,
implicit scheme approaches available in models such
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Fig. 8: As in Figure 6, but for a constant, imposed residence time of ts = 1800 s.
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Fig. 9: As in Figure 7, but for a constant, imposed residence time of ts = 1800 s.
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as SWAN. The quasi-stationary approach provides a
natural extension of the fully nonstationary mode of
WW3 in the nearshore. The parameter γ can be used
to differentiate between nonstationary (γ < 1) and
(quasi-) stationary (γ > 1) conditions, enabeling a
smooth transition within the same WW3 simulation,
as shown in Section 3. It adheres to the CFL crite-
rion, and hence results in very little error (e.g. due
to diffusion) relative to the original nonstationary
solution. As shown above, the level of error incurred
in the quasi-stationary model can in fact be quanti-
fied in terms of the residence time, and hence be op-
timized. Implicit scheme, stationary approaches do
not share these benefits. Stationarity is assumed a

priori, and the elliptical propagation schemes trans-
port wave information to the coast instantly, result-
ing in a negative phase lag in swell propagation.
Also, the error relative to the original nonstation-
ary solution cannot be controlled, so that the loss in
accuracy and the computational speed-up cannot be
balanced. Note that the stationary elliptical scheme
typically requires iterative solution because of non-
linearities and wave refraction (Zijlema and Van der
Westhuysen, 2005). This can be considered as being
analogous to time stepping with an explicit scheme,
although it is expected to be cheaper.

Finally, we turn to the question of quasi-stationary
operation in the context of the multi-grid (mosaic)
version of WW3. All simulations presented in this
study were run in a one-way nested manner, with in-
formation going exclusively from the offshore to the
nearshore nested domain. Considering the limited
scale of the domains for quasi-stationary simulation,
and the typical orientation of the information flow,
this may often be sufficient from a physical point of
view. However, in some cases, information may also
flow from nearshore domains back to the offshore, for
example with offshore winds or in the vicinity of bar-
rier islands, so that inclusion of the quasi-stationary
approach in ww3 multi should be considered. This
extension would be relatively straight-forward. In
the multi-grid system, a nested set of grids, rang-
ing from coarse to fine, is assigned corresponding
ranks, from low to high (Tolman, 2007). The vari-
ous grids need to be synchronized on a regular basis
in order to maintain numerical accuracy. For sim-
plicity, a single global synchronization time tsync is
applied. This is computed as the smaller of the in-
put/output interval ∆ts and the smallest ∆tn of the
grid with the lowest rank number (outermost coarse
grid). In a quasi-stationary context, if ∆tn of the
lowest ranked grid would be smaller than the in-
put/output interval ∆ts, synchronization would oc-

cur within one ∆ts cycle of the quasi-stationary run.
This would pose a problem for the quasi-stationary
approach, which, within the unit of the ∆ts cycle, re-
quires boundary conditions (from an equal or lower
rank) that are (∆ts − ts) ahead of the current time
step ti. Hence, synchronization between the quasi-
stationary domain and the remaining ranks would
only be possible once every input/output cycle ∆ts.

In order not to disrupt the global algorithm of the
current multi-grid system, a reasonable methodol-
ogy therefore appears to be to maintain the present
computation of tsync (minimum of ∆ts and ∆tn on
the lowest rank), but to synchronize with the quasi-
stationary domain(s) only every ∆ts. Considering
again the typical information flow from offshore to
the nearshore, the reduced updating frequency to the
quasi-stationary nearshore domain is not expected
to result in significant spurious model behavior. This
is being pursued in a follow-up study.

5 CONCLUSIONS

In the present study, a quasi-stationary version of
WW3 was developed for application to nearshore do-
mains, based on the explicit hyperbolic propagation
schemes. The quasi-stationary model version takes
advantage of the fact that the residence time of wave
energy becomes short over limited nearshore do-
mains, leading to quasi-stationary conditions. This
can be used to reduce simulation times over these do-
mains by means of a time stretching principle. This
principle was worked out and evaluated for an ide-
alized propagation case and a highly nonstationary
hurricane field case. The following conclusions can
be drawn from the results of this study:

1. In the nearshore, the requirement for smaller
spatial steps leads to a reduction of the CFL
time step associated with explicit schemes for
spatial propagation of wave energy. The result-
ing increase in computational effort can be par-
tially offset by the quasi-stationary approach
proposed in this study, by taking into account
the difference between the interval for model
input/output ∆ts and the propagation time
of wave energy through the nearshore domain
(residence time, ts). When expressing the ratio
of these two time scales as γ, quasi-stationary
operation is possible for γ > 1.

2. Quasi-stationary operation (i.e. γ > 1) is
found to be possible for an idealized propa-
gation case and a field case with highly non-
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stationary hurricane wind forcing. In the field
cases considered here, quasi-stationary oper-
ation is found to yield up to 50% reduc-
tion in computational time locally with re-
spect to fully nonstationary simulation in the
nearshore. However, taken over the entire sim-
ulation time, the run time came to 91% of
that of the default nonstationary model. This
speed-up is, however, dependent on the wave
conditions and quasi-stationary grid extent.
For the cases considered, maximum errors in
Hm0 and Tm01 with respect to the nonstation-
ary model results were found to be only 1%
and 0.5%, respectively.

3. Further savings were shown to be achievable
by applying a constant residence time scale of
γ = 2, say. This implies a saving relative to
nonstationary model runs of about 50%. In the
single field case considered, this increased the
error in Hm0 and Tm01 to 5% and 2%, respec-
tively, which is considered to be acceptable.

4. When expressing the ratio of the nearshore to
offshore grid cell sizes as β (< 1), the result-
ing impact on the effective propagation time
step going from offshore to nearshore can be
expressed as a factor γβ. Even though the
quasi-stationary time scale γ was often found
to be greater than one in the cases considered
here, the product γβ is expected to typically be
smaller than one. This implies a significant in-
crease in simulation time in the nearshore com-
pared to domains of similar total grid point
size in the offshore.
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